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Database Time (centiseconds per second)
DBWR Checkpoints (per second)
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Enqueue Timeout (per transaction) 5-185
Enqueue Waits (per second) 5-186
Enqueue Waits (per transaction) 5-186
Executes (per second) 5-187
Executes Performed without Parses (%) 5-188
Full Index Scans (per second) 5-190
Full Index Scans (per transaction) 5-190
Hard Parses (per second) 5-191
Hard Parses (per transaction) 5-193
I/O Megabytes (per second) 5-195
I/O Requests (per second) 5-196
Leaf Node Splits (per second) 5-196
Leaf Node Splits (per transaction) 5-197
Network Bytes (per second) 5-198
Number of Transactions (per second) 5-200
Open Cursors (per second) 5-201
Open Cursors (per transaction) 5-202
Parse Failure Count (per second) 5-203
Parse Failure Count (per transaction) 5-204
Physical Reads (per second) 5-205
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Physical Reads Direct (per second) 5-208
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Physical Writes Direct Lobs (per second) 5-216
Physical Writes Direct Lobs (per transaction) 5-217
Recursive Calls (per second) 5-218
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Redo Generated (per second) 5-221
Redo Generated (per transaction) 5-223
Redo Writes (per second) 5-224
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Redo Writes (per transaction) 5-226

Rows Processed (per sort) 5-227
Scans on Long Tables (per second) 5-229
Scans on Long Tables (per transaction) 5-231
Session Logical Reads (per second) 5-232
Session Logical Reads (per transaction) 5-234
Soft Parse (%) 5-235
Sorts to Disk (per second) 5-237
Sorts to Disk (per transaction) 5-238
Total Index Scans (per second) 5-240
Total Index Scans (per transaction) 5-241
Total Parses (per second) 5-242
Total Parses (per transaction) 5-244
Total Table Scans (per second) 5-246
Total Table Scans (per transaction) 5-247
User Calls (%) 5-248
User Calls (per second) 5-249
User Calls (per transaction) 5-251
User Commits (per second) 5-252
User Commits (per transaction) 5-253
User Rollback Undo Records Applied (per second) 5-255
User Rollback Undo Records Applied (per transaction) 5-256
User Rollbacks (per second) 5-257
User Rollbacks (per transaction) 5-258
Total Objects by Schema 5-259
Total Object Count 5-259
Total Tables by Schema 5-260
Total Table Count 5-260
Unusable Indexes 5-260
Unusable Index Count 5-260
Unusable Indexes by Schema 5-260
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User Audit 5-261
Audited User 5-261
Audited User - Host 5-262
Audited User Session Count 5-263
User Block 5-263
Blocking Session Count 5-263
User Block Chain 5-264
Blocking Session Count 5-264
Blocking Session DB Time 5-265
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User Locks
Maximum Blocked DB Time (seconds)
Maximum Blocked Session Count
User-Defined SQL
User-Defined Numeric Metric
User-Defined String Metric
Wait Bottlenecks
Active Sessions Waiting: I/O
Active Sessions Waiting: Other
Buffer busy waits (%)
CPU Time Delta (sec)
DB file scattered read (%)
DB file sequential read (%)
DB file single write (%)
Direct path read (%)
Direct path read (lob) (%)
Direct path write (%)
Direct path write (lob) (%)
Enqueue - other (%)
Enqueue: DML - contention (%)

Enqueue: HW, Segment High Water Mark - contention (%)
Enqueue: ST, Space Transaction - contention (%)
Enqueue: TM, TX, Transaction - row lock contention (%)
Enqueue: TX mode 4, Transaction - allocate ITL entry (%)
Enqueue: UL: User-defined - contention (%)

Free buffer waits (%)

Latch free - other (%)

Latch: cache buffer chains (%)
Latch: library cache (%)

Latch: redo copy (%)

Latch: shared pool (%)

Library cache load lock (%)
Library cache lock (%)

Library cache pin (%)

Local write wait (%)

Log buffer space (%)

Log file switch (archiving needed) (%)

Log file switch (checkpoint complete) (%)

Log file switch completion (%)
Log file sync (%)
Log switch/archive (%)
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Pipe put (%) 5-296

Row cache lock (%) 5-296
SQL*Net break/reset to client (%) 5-297
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SQL*Net message to dblink (%) 5-300
SQL*Net more data from client (%) 5-300
SQL*Net more data from dblink (%) 5-301
SQL*Net more data to client (%) 5-302
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Wait Time (%) 5-303
Write complete waits (%) 5-304
Wait by Session Count 5-305
Session Waiting for Event Count 5-305
Waits by Wait Class 5-306
Average Users Waiting Count 5-306
Database Time Spent Waiting (%) 5-307
6 Cluster Database
Archive Area 6-1
Archive Area Used (%) 6-1
Archive Area Used (KB) 6-2
Free Archive Area (KB) 6-3
Total Archive Area (KB) 6-4
Availability Notifications (Server Generated Alert) 6-5
Cluster Managed Database Services 6-5
% CPU Time Load (in last 5 min) 6-6
Data Guard Fast-Start Failover 6-6
Data Guard Fast-Start Failover Observer Status 6-6
Observer Status 6-6
Data Guard Performance 6-7
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Redo Generation Rate (KB/second) 6-8
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Transport Lag Data Refresh Time 6-8
Data Guard Status 6-9
Data Guard Status 6-9
Database Cardinality 6-9
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Open Instance Count
Database Job Status
Broken Job Count
Failed Job Count
Database Wait Bottlenecks
Active Sessions Using CPU
Active Sessions Waiting: I/O
Active Sessions Waiting: Other
Average Database CPU (%)
Host CPU Utilization (%)
Load Average
Maximum CPU
Wait Time (%)
Database Vault Attempted Violations - Command Rules
Database Vault Attempted Violations Count - Command Rules
Database Vault Attempted Violations - Realms
Database Vault Attempted Violations Count - Realms
Database Vault Configuration Issues - Realms
Database Vault Configuration Issues Count - Realms
Database Vault Configuration Issues - Command Rules
DV (Command Rule) - Configuration Issue Count
Database Vault Policy Changes
Database Vault Policy Changes Count
Deferred Transactions
Deferred Transaction Count
Deferred Transaction Error Count
Exadata Module Version Failure
Error Count
Failed Logins
Failed Login Count
Fast Recovery
Fast Recovery Area
Fast Recovery Area Size
Flashback On
Log Mode
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Fragmented Text Indexes
Fragmented Text Index count
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Fragmented Text Index count crossing critical threshold 6-21

Fragmented Text Index count crossing warning threshold 6-22
High Availability (RMAN Configuration) 6-22
High Availability Backup 6-23
High Availability Backup History 6-24
High Availability Client Recovery Window 6-25
High Availability Data Guard Target Summary 6-26
High Availability Disk Backup 6-27
High Availability Media Backup 6-29
High Availability Recovery Window 6-31
Invalid Objects 6-33

Invalid Object Count 6-33
Invalid Objects by Schema 6-34

Invalid Object Count by Schema 6-34
Messages Per Buffered Queue 6-35

Average age of messages per buffered queue (seconds) 6-35

First Message Age in Buffered Queue Per Queue (Seconds) 6-35

Messages processed per buffered queue (%) 6-36

Messages processed per buffered queue (%) per minute 6-36

Spilled Messages 6-37

Total Messages Processed per Buffered Queue per Minute 6-37

Total Messages Received per Buffered Queue per Minute 6-37
Messages Per Buffered Queue Per Subscriber 6-37

Average Age of Messages Per Buffered Queue Per Subscriber (Seconds) 6-37

First Message Age in Buffered Queue per Subscriber (Seconds) 6-38

Messages Processed Per Buffered Queue (%) Per Subscriber Per Minute 6-38

Messages Processed Per Buffered Queue Per Subscriber (%) 6-38

Total Messages Processed Per Buffered Queue Per Subscriber Per Minute 6-39

Total Messages Received Per Buffered Queue Per Subscriber Per Minute 6-39
Messages Per Persistent Queue 6-39

Average Age of Messages Per Persistent Queue (Seconds) 6-40
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Total Messages Processed per Persistent Queue per Minute 6-41
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Messages Per Persistent Queue Per Subscriber 6-42

Average Age of Messages Per Persistent Queue Per Subscriber (Seconds) 6-42

First Message Age in Persistent Queue per Subscriber (Seconds) 6-42

Messages Processed Per Persistent Queue (%) Per Subscriber Per Minute 6-43

Messages Processed Per Persistent Queue Per Subscriber (%) 6-43
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Monitoring User Connectivity Issue 6-44
Monitoring User Expiry 6-44
Database Monitoring User Privileges Check 6-45
QoS Management - Performance Satisfaction 6-45
Negative PSM Duration (seconds) 6-45
Recovery 6-45
Corrupt Data Block Count 6-45
Missing Media File Count 6-46
Recovery Area 6-46
Recovery Area Free Space (%) 6-46
Recovery Area Used Space (%) 6-47
SCN Growth Statistics 6-47
SCN Health 6-47
SCN Max Statistics 6-48
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Segment Advisor Recommendations 6-48
Number of recommendations 6-48
Session Suspended 6-48
Session Suspended by Data Object Limitation 6-49
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Session Suspended by Rollback Segment Limitation 6-49
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Throughput (per sec)

Streams Processes Count
Apply Processes Having Errors
Capture Processes Having Errors
Number of Apply Processes
Number of Capture Processes
Number of Propagation Jobs
Propagation Errors

Streams Propagation - Message State Stats
Streams Prop - (%)Messages in Waiting State

Suspended Session
Suspended Session Count

Tablespace Allocation
Tablespace Allocated Space (MB)
Tablespace Used Space (MB)

Tablespaces Full
Tablespace Free Space (MB)

Tablespace Space Used (%)

Tablespaces Full (dictionary managed)
Tablespace Free Space (MB) (dictionary managed)
Tablespace Space Used (%) (dictionary managed)

Tablespaces With Problem Segments
Segments Approaching Maximum Extents Count
Segments Not Able to Extend Count

Temporary File Status
Temporary File Id

Total Objects by Schema
Total Object Count

Total Tables by Schema
Total Table Count

Unusable Indexes
Unusable Index Count
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Unusable Index Count by Schema

User Block
Blocking Session Count

User Locks
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7 Far Sync Instance

8 Recovery Appliance

Data Sent/Received 8-1
Backup Data Rate (GB/s) 8-1
Cumulative Backup Data Delta (GB) 8-1
Cumulative Backup Data Received (GB) 8-2
Cumulative Copy-to-Tape Data Delta (GB) 8-2
Cumulative Copy-to-Tape Data Sent (GB) 8-2
Cumulative Replication Data Delta (GB) 8-3
Cumulative Replication Data Sent (GB) 8-3
Replication Data Rate (GB/s) 8-3

Health 8-3
Database Key 8-4
Database Unique Name 8-4
Incident ID 8-4
Component 8-4
Error Code 8-5
Error Text 8-5
Parameter 8-5
Severity 8-5
Storage Location Key 8-6
Storage Location Name 8-6

Protected Databases 8-6
Backup Data Rate (GB/s) 8-6
Copy-to-Tape Data Rate (GB/s) 8-7
Copy-to-Tape Queued Data (GB) 8-7
Copy-to-Tape Queued Data Age (hours) 8-7
Copy-to-Tape Total Data on Tape (GB) 8-7
Cumulative Backup Data (GB) 8-8
Cumulative Backup Data Delta (GB) 8-8
Cumulative Copy-to-Tape Data (GB) 8-8
Cumulative Copy-to-Tape Data Delta (GB) 8-9
Cumulative Replication Data Delta (GB) 8-9
Cumulative Replication Data (GB) 8-9
Current Recovery Window (interval) 8-10
Current Recovery Window (sec) 8-10
Database Key 8-10
Database Unique Name 8-10
Date Added as Protected Database 8-11
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Deduplication Ratio 8-11

Keep Backup Space (GB) 8-11
Last Complete Backup 8-12
Last Copy to Tape 8-12
Last Replication 8-12
Most Recent Recovery Point 8-12
Near-Zero Data Loss Enabled 8-13
Number of Protected Databases 8-13
Oldest Recovery Point 8-13
Protection Policy 8-14
Recovery Window Goal (interval) 8-14
Recovery Window Goal (sec) 8-14
Recovery Window Ratio (%) 8-15
Recovery Window Space (GB) 8-15
Recovery Window Space as a Percentage of Reserved Space 8-16
Replication Data Rate (GB/s) 8-16
Replication Queued Data (GB) 8-16
Reserved Space (GB) 8-17
Storage Location 8-17
Unprotected Data Window (sec) 8-17
Unprotected Data Window Threshold (sec) 8-18
Used Space (GB) 8-18
Queued Data 8-18
Backup Tasks Queued Since Last Collection 8-19
Copy-to-Tape Tasks Queued Since Last Collection 8-19
Replication Tasks Queued Since Last Collection 8-19
Total Backup Tasks Queued 8-20
Total Copy-to-Tape Data Queued (bytes) 8-20
Total Copy-to-Tape Tasks Queued 8-20
Total Replication Data Queued (bytes) 8-21
Total Replication Tasks Queued 8-21
Replication Status 8-21
Replication Server Name 8-21
Replication Status 8-22
SBT Library Name 8-22
Response 8-22
Status 8-22
Storage Locations 8-23
Incoming Backup Data Rate (GB/s) 8-23
Key 8-23
Name 8-24
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Number of Storage Locations 8-24
Recovery Window Space (GB) 8-24
Recovery Window Space as a Percentage of Reserved Space 8-25
Recovery Window Space as a Percentage of Storage Location Size 8-25
Reserved Space (GB) 8-26
Size (GB) 8-26
Unreserved Space (GB) 8-26
Unused Space (GB) 8-27
Used Space (GB) 8-27
O Listener

General Status 9-1
Alias 9-1
Security 9-1
SID List 9-2
SNMP Status 9-2
Start Date 9-2
TNS Address 9-2
Trace Level 9-3
Version 9-3
Listener Ports 9-3
Listener Services 9-3
Load 9-3
Connections Established 9-4
Connections Established (per min) 9-4
Connections Refused 9-4
Connections Refused (per min) 9-5
Response 9-5
Response Time (msec) 9-5
Status 9-6
TNS Errors 9-6
TNSMsg 9-6

10 Oracle Exadata
Oracle Exadata Storage Server 10-1
Aggregated Exadata Capacity 10-1
Disk Size (GB) 10-1
Disk Type 10-1
Allocated (%) 10-2
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Aggregated Exadata CellDisk 10-2

Average CellDisk 10 Load 10-2
Average CellDisk Read IOPS 10-2
Average CellDisk Read Response Time 10-2
Average CellDisk Read Throughput 10-2
Average CellDisk Write IOPS 10-3
Average CellDisk Write Response Time 10-3
Average CellDisk Write Throughput 10-3
Maximum CellDisk 10 Load 10-3
Total CellDisk 10 Load 10-3
Total CellDisk Read IOPS 10-4
Total CellDisk Read Throughput 10-4
Total CellDisk Write IOPS 10-4
Total CellDisk Write Throughput 10-4
Aggregated Exadata Diskgroup Capacity 10-4
ASM Instance 10-4
Diskgroup Name 10-4
Count 10-5
Size (GB) 10-5
Aggregated Exadata FlashDisk and HardDisk 10-5
Average CellDisk 10 Load 10-5
Average CellDisk 10 Utilization 10-5
Average CellDisk Large Read IOPS 10-5
Average CellDisk Large Read Response Time 10-6
Average CellDisk Large Read Throughput 10-6
Average CellDisk Large Write IOPS 10-6
Average CellDisk Large Write Response Time 10-6
Average CellDisk Large Write Throughput 10-6
Average CellDisk Read IOPS 10-6
Average CellDisk Read Response Time 10-7
Average CellDisk Read Throughput 10-7
Average CellDisk Small Read IOPS 10-7
Average CellDisk Small Read Response Time 10-7
Average CellDisk Small Read Throughput 10-7
Average CellDisk Small Write IOPS 10-8
Average CellDisk Small Write Response Time 10-8
Average CellDisk Small Write Throughput 10-8
Average CellDisk Write IOPS 10-8
Average CellDisk Write Response Time 10-8
Average CellDisk Write Throughput 10-8
CellDisk Type 10-9



Maximum CellDisk Small Read Response Time 10-9

Maximum CellDisk Small Write Response Time 10-9
Total CellDisk IO Load 10-9
Total CellDisk 10 Utilization 10-9
Total CellDisk Read IOPS 10-10
Total CellDisk Read Throughput 10-10
Total CellDisk Write IOPS 10-10
Total CellDisk Write Throughput 10-10
Aggregated Exadata Sparse Diskgroup Capacity 10-10
Count 10-10
Size (GB) 10-11
Virtual Size (GB) 10-11
Cell Generated Alert 10-11
ADR Incident ID 10-11
ADR Problem Key 10-11
ADR Trace File Name 10-11
Action 10-12
Alert Begin Time 10-12
Alert Object 10-12
Alert Type 10-12
Alert Name 10-12
Alert Sequence 10-12
ECID 10-13
Examined By 10-13
Msg 10-13
Notification 10-13
Sequence Begin Time 10-13
Severity 10-13
Cell ILOM Generated Alert 10-14
Chassis Id 10-14
Fault Class 10-14
Fault Message Id 10-14
Fault Status 10-14
Fault Unique Id (UUID) 10-14
Product Name 10-15
CellSrv Status 10-15
CellSrv Status 10-15
Exadata Cell Metric 10-15
CPU Utilization 10-15
Cell Name 10-15
Disk I/O Objective 10-16
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Exadata Run Queue Length 10-16

Exadata Temperature Lower Threshold 10-16
Exadata Temperature Reading 10-16
Exadata Temperature Upper Threshold 10-17
IORM Boost 10-17
LED Status 10-17
Memory Utilization 10-17
Network Received 10-18
Network Sent 10-18
Offload Efficiency 10-18
Exadata CellDisk Metric 10-18
Average Large Read Response Time 10-18
Average Large Write Response Time 10-18
Average Read Response Time 10-19
Average Response Time 10-19
Average Small Read Response Time 10-19
Average Small Write Response Time 10-19
Average Write Response Time 10-19
CellDisk Type 10-19
IO Load 10-20
IO Utilization 10-20
Large Read Bytes 10-20
Large Read Requests 10-20
Large Write Bytes 10-20
Large Write Requests 10-21
Object Name 10-21
Read IOPS 10-21
Read Throughput (MBPS) 10-21
Small Read Bytes 10-21
Small Read Requests 10-22
Small Write Bytes 10-22
Small Write Requests 10-22
Write IOPS 10-23
Write Throughput (MBPS) 10-23
Exadata CellDisk Load Imbalance 10-23
IO Load Imbalance 10-23
Object Name 10-23
Exadata Disk Status Metric 10-23
Disk Status 10-23
Exadata Flash Cache IORM Database Metric 10-24
Cell Name 10-24
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Size (MB)

Exadata Flash Cache IORM Pluggable Database Metric

Cell Name
Size (MB)

Exadata Flash Cache Metric
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All I/O Requests

Cell Name

Default Hits

Default Hits (%)

Default Misses

Default Misses (%)

Default Read IOPS

Default Read Throughput (MBPS)
Default Used (GB)

Destage Write To Disk Per Second
First Writes

First Writes Per Second

Flash Cache Population Writes Per Second
I/0O Requests Keep Pool Misses

I/O Requests Read Misses

I/O Requests for keep

Keep Hits

Keep Hits (%)

Keep Misses

Keep Misses (%)

Keep Overwrites Per Second

Keep Pool Read IOPS

Keep Pool Read Throughput (MBPS)
Keep Pool Used (GB)

Overwrites

Overwrites Per Second

Read Hit Ratio for Random 1/O

Read IOPS for Random 1/O

Read IOPS for Scan

Read Misses (MB)

Read Throughput Redirected to Disk for Scan (MBPS)
Read Throughput for Random 1/O (MBPS)
Read Throughput for Scan (MBPS)
Reads (MB)

Reads for Keep (MB)

Used (GB)
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Write 10 requests that bypass Flash Cache

Exadata Flash IORM Consumer Group Metric

Average 1/0 Throughput (MB/Sec)

Average Wait Time for I/O (ms/req)

Average IORM Wait Time for Large 1/0 (ms/req)
Average IORM Wait Time for Small /0 (ms/req)
Cell Name

I/0O Requests per Second (I0/sec)

I/O Requests per Second - Large (I0/Sec)

I/O Requests per Second - Small (I0/Sec)

I/O Utilization (%)

Exadata Flash IORM Database Metric

Average 1/0 Throughput (MB/Sec)

Average Wait Time for I1/0 (ms/req)

Average IORM Wait Time for Large /O (ms/req)
Average IORM Wait Time for Small /0 (ms/req)
Cell Name

I/0O Requests per Second (I0/sec)

I/O Requests per Second - Large (10/Sec)

I/0O Requests per Second - Small (I0/Sec)

I/O Utilization (%)

Exadata Flash IORM Pluggable Database Metric

Average 1/0 Throughput (MB/Sec)

Average IORM Wait Time for 1/O (ms/req)
Average IORM Wait Time for Large I/O (ms/req)
Average IORM Wait Time for Small I/O (ms/req)
Cell Name

I/O Requests per Second (I0/sec)

I/O Requests per Second - Large (10/Sec)

I/O Requests per Second - Small (I0/Sec)

I/O Utilization (%)

Exadata Flash Log Metric
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Cell Name

Cumulative Disk Write Errors

Cumulative Flash Write Errors

Efficiency of Smart Flash Log Over the Past Hour
Efficiency of Smart Flash Logging (%)
Megabytes per second Written to Flash
Megabytes per second Written to Hard Disk
Redo Data Kept

Redo Writes Exceeding Outlier Threshold

10-32
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10-33
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10-33
10-33
10-34
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10-35
10-35
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10-38
10-38
10-38
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Redo Writes Prevented from Exceeding Outlier Threshold 10-39

Skipped Large Writes 10-39
Skipped Writes Due to Slow Disk 10-39
Skipped Writes Due to Slow Disk During Last Minute 10-39
Skipped Writes Due to Unavailable Buffer 10-39
Writes Serviced 10-40
Exadata IORM Consumer Group Metric 10-40
Average 1/0 Throughput (MB/Sec) 10-40
Average Wait Time for 1/O (ms/req) 10-40
Cell Name 10-40
I/0O Requests per Second (I0/sec) 10-40
I/O Utilization (%) 10-41
Exadata IORM DB 10-41
Average /O Load 10-41
Average 1/0 Throughput (MB/Sec) 10-41
Average Wait Time for I/O (ms/req) 10-41
Average Wait Time for Large 1/0 (ms/req) 10-41
Average Wait Time for Small 1/O (ms/req) 10-42
Average latency of reading or writing blocks/request from flash disks 10-42
Average latency of reading or writing blocks/request from hard disks 10-42
Average latency of reading or writing large blocks/request from hard disks 10-42
Average latency of reading or writing small blocks/request from hard disks 10-43
Cell Name 10-43
Cumulative latency of reading or writing blocks from flash disks 10-43
Cumulative latency of reading or writing large blocks from hard disks 10-43
Cumulative latency of reading or writing small blocks from hard disks 10-43
I/0 Requests per Second (I0/Sec) 10-44
I/O Requests per Second - Large (10/Sec) 10-44
I/0O Requests per Second - Small (I0/Sec) 10-44
IO Utilization (%) 10-44
Large 1/O Utilization (%) 10-44
Small 10 Utilization (%) 10-45
Wait Time for Large /0O (ms) 10-45
Wait Time for Small I/O (ms) 10-45
Exadata IORM Pluggable Database Metric 10-45
Average 1/0 Load 10-46
Average 1/0 Throughput (MB/Sec) 10-46
Average Wait Time for Large 1/0 (ms/req) 10-46
Average Wait Time for Small I/O (ms/req) 10-46
Average Wait Time for I/O (ms/req) 10-47
Cell Name 10-47
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I/0O Requests per Second (I0/Sec)
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Preface

This manual is a compilation of the Oracle Database and database-related target
metrics provided in Oracle Enterprise Manager.

Audience

This document is intended for Oracle Enterprise Manager users interested in Oracle
Database and database-related target metrics.

Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the Oracle
Accessibility Program website at ht t p: / / www. or acl e. cont pl s/ t opi ¢/ | ookup?
ct x=acc& d=docacc.

Access to Oracle Support

Oracle customers that have purchased support have access to electronic support
through My Oracle Support. For information, visit ht t p: / / www. or acl e. con pl s/

t opi ¢/ | ookup?ct x=acc& d=i nf o or visit htt p: / / www. or acl e. cont pl s/t opi ¢/ | ookup?
ct x=accé&i d=trs if you are hearing impaired.

Related Resources

For more information, see the following documents in the Oracle Enterprise Manager
documentation set:

Oracle Enterprise Manager Cloud Control Basic Installation Guide

Oracle Enterprise Manager Cloud Control Advanced Installation and Configuration
Guide

Oracle Enterprise Manager Cloud Control Introduction
Oracle Enterprise Manager Cloud Control Getting Started Guide

Oracle Enterprise Manager Cloud Control Administrator's Guide

You can access these documents from the Oracle Help Center:

https://docs. oracl e. conl en/ enterprise-nmanager/

Conventions

The following text conventions are used in this document:
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Convention Meaning

boldface Boldface type indicates graphical user interface elements associated
with an action, or terms defined in text or the glossary.

italic Italic type indicates book titles, emphasis, or placeholder variables for
which you supply particular values.

nonospace Monospace type indicates commands within a paragraph, URLs, code

in examples, text that appears on the screen, or text that you enter.




How to Use This Manual

The Oracle Enterprise Manager Oracle Database Plug-in Metric Reference Manual
(hereafter referred to as the Oracle Database Plug-in Metric Reference Manual) lists
the Oracle Database and database-related target metrics that Enterprise Manager
monitors. This manual compiles in one place all of the database and database-related
target metric help available online, eliminating the need to have the Database Control
Console up and running.

This preface describes:

Structure of the Oracle Database Plug-in Metric Reference Manual
About Metrics, Thresholds, and Alerts

Structure of the Oracle Database Plug-in Metric Reference

Manual

This manual contains a chapter for the Oracle Database target and database-related
targets for which there are metrics.

The metrics in each chapter are in alphabetical order according to category.

Metric Information

Where available, each metric includes the following information:

Description

Explanation following the metric name. This text defines the metric and, where
available, provides additional information pertinent to the metric.

Metric Summary Table

Where available, this table lists the target version, default collection frequency,
default warning threshold, default critical threshold, and alert text for the metric.

Data Source

How the metric is calculated. In some metrics, data source information is not
available.

User Action

Suggestions of how to solve the problem causing the alert.

Examples of Metric Summary Tables

This section provides examples of Metric Summary tables that you will see in the
Oracle Database Plug-in Metric Reference Manual.
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When default thresholds are not defined for a metric, only the target version and
default collection frequency are available.

Target Version Collection Frequency

All Versions Every 15 Minutes

The following table shows a metric where the server evaluation frequency is the same

as the

collection frequency.

Target Version Evaluation and Default Default Alert Text
Collection Warning Critical
Frequency Threshold Threshold

All Versions Every 10
Minutes

10000000 12500000 Bytes sent by the server are %value%

Definitions of Co

lumns in Metric Summary Tables

As previously mentioned, the Metric Summary table is part of the overall metric
information. The following table provides descriptions of columns in the Metric
Summary table.

Column Header

Column Definition

Target Version

Evaluation and
Collection Frequency

Collection Frequency

Default Warning
Threshold

Default Critical
Threshold

Alert Text

Version of the target, for example, 12c.

The rate at which the metric is collected and evaluated to determine whether it has
crossed its threshold. The evaluation frequency is the same as the collection frequency.

The rate at which the Management Agent collects data. The default collection frequency
for a metric comes from the Enterprise Manager default collection file for that target

type.

Value that indicates whether a warning alert should be initiated. If the evaluation of

the warning threshold value returns a result of TRUE for the specified number of
consecutive occurrences defined for the metric, an alert triggers at the warning severity
level.

Value that indicates whether a critical alert should be initiated. If the evaluation of the
critical threshold value returns a result of TRUE for the specified number of consecutive
occurrences defined for the metric, an alert triggers at the critical severity level.

Message indicating why the alert was generated. Words that display between percent
signs (%) denote variables. For example, Di sk Utilization for %eyVal ue%is
%val ue%hcould translate to Di sk Utilization for dO is 80%

Abbreviations and Acronyms

To reduce the page count in this document, the following abbreviations and acronyms
are used:

Abbreviation/Acronym Name

Agent

Listener Oracle Listener

Oracle Management Agent

ORACLE

liv



How to Use This Manual

About Metrics, Thresholds, and Alerts

A metric is a unit of measurement used to determine the health of a target. It is
through the use of metrics and associated thresholds that Enterprise Manager sends
out alerts notifying you of problems with the target.

Thresholds are boundary values against which monitored metric values are compared.
For example, for each disk device associated with the Disk Utilization (%) metric,

you can define a different warning and critical threshold. Some of the thresholds are
predefined by Oracle.

When a threshold is reached, Enterprise Manager generates an alert. An alert is an
indicator signifying that a particular condition has been encountered and is triggered
when one of the following conditions is true:

 Athreshold is reached.
e An alert has been cleared.

* The availability of a monitored service changes. For example, the availability of an
application server changes from up to down.

* A specific condition occurs. For example, an alert is triggered whenever an error
message is written to a database alert log file.

Alerts are detected through a polling-based mechanism by checking for the monitored
condition from a separate process at regular, predefined intervals.

# See Also:

See the Oracle Enterprise Manager Concepts manual for additional
information about metrics, thresholds, and alerts.

Accessing Metrics

To access metrics from the Cloud Control Console, use the All Metrics page:

1. From the Cloud Control Console, choose the target.

2. From the target's home page, select the target type name, then Monitoring, and
then All Metrics.

Editing Metrics

ORACLE

Out of the box, Enterprise Manager comes with default thresholds for critical

metrics. Enterprise Manager generates alerts when warning and critical thresholds
are reached, letting you know of impending problems so that you can address them in
a timely manner.

To better suit the monitoring needs of your organization, you can edit the thresholds
provided by Enterprise Manager and define new thresholds.

When defining thresholds:
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* Choose acceptable values to avoid unnecessary alerts, while still being notified of
issues in a timely manner.

*  Adjust your metric thresholds based on metric trends. One of the more important
actions you can perform with your monitoring system is to track metric trends for
some period of time so you can make informed decisions about what metrics are
important as well as what levels your thresholds should be set at.

» Set the number of occurrences appropriately. If some events occur only once or
twice, for example, you might not need to be notified of them. You can set the
number of occurrences of a metric that must be reached before you are notified.

To modify metric thresholds:

1. From the Cloud Control console, right-click the target name, select Monitoring,
and then All Metrics.

2. From the All Metrics page, select the metric that you want to modify.

3. Click Modify Thresholds.

4. In the Modify Thresholds window, you can set values for settings such as:
*  Warning Threshold
e Critical Threshold

e Occurrences Before Alert

" Note:

You must have at least OPERATOR privilege on the target to make
changes. Without OPERATOR privilege, the content of the Metric
Threshold table is read-only.

5. Click Save Thresholds to upload the new metric settings to the Management
Repository.

Specifying Multiple Thresholds

The Specifying Multiple Thresholds functionality enables you to define various subsets
of data that can have different thresholds. By specifying multiple thresholds, you can
refine the data used to trigger alerts, which are one of the key benefits of using
Enterprise Manager.The key in specifying multiple thresholds is to determine how the
comparison relates to the metric threshold as a whole. What benefit will be realized by
defining a more stringent or lax threshold for that particular device, mount point, and
so on?For example, using the Average Disk 1/0O Service Time metric, you can define
warning and critical thresholds to be applied to all disks (sd0 and sd1), or you can
define different warning and critical thresholds for a specific disk (sd0). This enables
you to adjust the thresholds for sd0 to be more stringent or lax for that particular disk.
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Cluster ASM Metrics

This chapter provides information about the Cluster Automatic Storage Management
(ASM) metrics.

ASM Cardinality

This metric category collects the number of ASM instances that are part of Cluster
ASM. The default collection time is every 5 minutes.

Open Instance Count

This metric shows the ASM open instance count.

Target Version Collection Frequency

All versions Every 24 hours

Data Source
The data source is the status column in the gv$instance view.
User Action

No user action is required.

ASM Cluster File System

ORACLE

The metrics in the ASM Cluster File System metric category show the space used

by all of the ASM Cluster File Systems. These metrics are used to collection
infromation about the ASM Cluster File System space usage and are used to show
the trend of ASM Cluster File System space usage in the application. These metrics
collect information for both mounted and dismounted ASM Cluster File Systems. This
information is used to determine the following metrics for space usage: Allocated
Space (GB), Size (GB), Free (GB), Used (GB), and Used (%). These metrics

also collect information about whether the ASM Cluster File System is corrupt. For
dismounted ASM Cluster File Systems, 0 is returned for the Free (GB), Used (GB),
and Used (%) metrics.

These metrics only collect information about the ASM Cluster File System that is not
specific to a node in a cluster. They collect space usage information which is the
same across all nodes in the cluster. Information such as the state and availability of
the ASM Cluster File System can be different across the nodes in a cluster and is
collected by the ASM Cluster File System State metrics.

These metrics generate a warning alert if the ASM Cluster File System is 85% used
and a critical alert if 97% used. These metrics also generate a critical alert if the ASM
Cluster File System has sections that are corrupt.
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These metrics are collected at a time interval of 30 minutes and the metrics will
be collected at the cluster level if the target is Cluster ASM otherwise they will be
collected at the instance level as a part of the ASM target type metrics. You can
change the threshold limit as required.

ASM Cluster File System Corrupt

This metric shows if the mounted ASM Cluster File System has sections that are
corrupt. A value of TRUE for this metric indicates that there are sections that are
corrupt and therefore the Check and Repair operation should be run on the ASM
Cluster File System to fix it. For dismounted ASM Cluster File Systems, it returns a
value of Null for this metric.

This metric generates a warning alert if the ASM Cluster File System is dismounted on
a given host. The metric also generates a critical alert if the mounted ASM Cluster File
System is not available on a host.

This metric is collected at a time interval of 30 minutes. You can change the threshold
limit as required.

This metric is collected with the help of a SQL query which queries the
V$ASM_FILESYSTEM, V$ASM_VOLUME, V$ASM_ACFSVOLUMES views.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
11gR2, Every 30 Minutes Not Defined TRUE The ASM Cluster File System using
12¢ volume device %ofs_volume_device%

has sections that are corrupt. Run check
and repair operation on the file system
to fix the issue.

Multiple Thresholds

For this metric column you can set different warning and critical threshold values for
each unique combination of volume device and disk group objects.

If warning or critical threshold values are currently set for any unique combination of
volume device and disk group objects, those thresholds can be viewed on the Metric
Detail page for this metric.

To specify or change warning or critical threshold values for each unique combination
of volume device and disk group objects, use the Edit Thresholds page.

Data Source

This metric is collected from the column CORRUPT in the V$ASM_FILESYSTEM view
for mounted ASM Cluster File Systems. For Dismounted File Systems, a value of Null
is returned for this metric.

User Action

Run Check and Repair on the ASM Cluster File System to fix the corrupted sections.

ASM Cluster File System Used (%)

ORACLE

This metric shows the percent of the ASM cluster file system that is used.
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Target Evaluation Default Warning Default Alert Text
Version and Collection Threshold Critical
Frequency Threshold
11gR2, Every 30 Minutes Not Defined TRUE The ASM Cluster File System using
12cR1 volume device %ofs_volume_device% is
%o0fs_used_pct%%% full. Resize the file
system to add more space.

Multiple Thresholds

For this metric column you can set different warning and critical threshold values for
each unique combination of volume device and disk group objects.

If warning or critical threshold values are currently set for any unique combination of
volume device and disk group objects, those thresholds can be viewed on the Metric
Detail page for this metric.

To specify or change warning or critical threshold values for each unique combination
of volume device and disk group objects, use the Edit Thresholds page.

Allocated Space (GB)

Free (GB)

ORACLE

This metric shows the space allocated from the disk group for this ASM Cluster File
System in GB.

Target Version Collection Frequency

11gR2, 12c Every 30 Minutes

Data Source
This metric is collected from the column SPACE in the VSASM_FILE view.
User Action

No user action is required.

This metric shows the unused capacity of the ASM Cluster File System in gigabytes.
It gives an indication of the free space available in the ASM Cluster File System. For
dismounted ASM Cluster File Systems, a value of 0 is returned for this metric.

Target Version Collection Frequency

11gR2, 12c Every 30 Minutes

Data Source

This metric is collected from the column TOTAL_FREE in the V$ASM_FILESYSTEM
view. For dismounted ASM Cluster File Systems, a value of 0 is returned.

User Action
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Consider resizing the ASM Cluster File System if there is not enough Free Space
available.

Size (GB)

This metric shows the size in GB of the ASM Cluster File System.

Target Version Collection Frequency
11gR2, 12c Every 30 Minutes

Data Source

This metric is collected from the column TOTAL_SIZE in the VSASM_FILESYSTEM
view for mounted file systems and from the column SIZE_MB in the view
V$ASM_VOLUME for dismounted file systems.

User Action

Consider resizing the ASM Cluster File System to add space.

Snapshot Space Used (MB)

This metric shows the percentage of snapshot space that is used on the ASM Cluster
File System. For dismounted ASM Cluster File Systems, a value of 0 is returned for

this metric.
Target Version Collection Frequency
11gR2, 12c Every 30 Minutes

Used (GB)

This metric shows the space in GB that is used on the mounted ASM Cluster File
System. For dismounted ASM Cluster File Systems, a value of 0 is returned for this

metric.
Target Version Collection Frequency
11gR2, 12c Every 30 Minutes

Data Source

This metric is calculated from the columns TOTAL_SIZE and TOTAL_FREE in the
V$ASM_FILESYSTEM view. This metric is calculated using the following formula:

TOTAL_SI ZE - TOTAL_FREE

For dismounted ASM Cluster File Systems, a value of 0 is returned for this metric.
User Action

Consider resizing the ASM Cluster File System to add more space.

ORACLE 1-4



Used (MB)

Chapter 1
ASM Cluster File System State

This metric shows the space in MB that is used on the mounted ASM Cluster File
System. For dismounted ASM Cluster File Systems, a value of O is returned for this
metric.

Target Version Collection Frequency
11gR2, 12c Every 30 Minutes

Data Source

This metric is calculated from the columns TOTAL_SIZE and TOTAL_FREE in the
V$ASM_FILESYSTEM view. This metric is calculated using the following formula:

TOTAL_SI ZE - TOTAL_FREE
For dismounted ASM Cluster File Systems, a value of 0 is returned for this metric.
User Action

Consider resizing the ASM Cluster File System to add more space.

Volume Name

This metric shows the volume name of the volume device used to create the ASM
Cluster File System.

Target Version Collection Frequency

11gR2, 12¢ Every 30 Minutes

Data Source

This metric is collected from the column VOLUME_NAME in the VSASM_VOLUME
view.

User Action

No user action is required.

ASM Cluster File System State

ORACLE

The metrics in the ASM Cluster File System State metric category show the state of
the ASM Cluster File System, whether it is mounted or dismounted on a given host. In
a cluster environment, the ASM Cluster File System could be mounted only on specific
hosts. If the ASM Cluster File System is mounted on a given host, the metrics also
reports whether the system is available and the time since it was available. This is
used to determine the following metrics: Mount Point, Mount State, Availability, and
Available Time.

These metrics generate a warning alert if the ASM Cluster File System is dismounted
on a given host. These metrics also generate a critical alert if the mounted ASM
Cluster File System is not available on a host.
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These metrics are collected with the help of a SQL query which queries the
V$ASM_FILESYSTEM, V$ASM_VOLUME, V$ASM_ACFSVOLUMES views. If the
target is Cluster ASM the metrics will be collected at cluster level, otherwise they
will be collected at instance level as a part of ASM target type metrics.

ASM Cluster File System Availability

This metric shows if the mounted ASM Cluster File System is available on a given host
in a cluster. For dismounted ASM Cluster File System's this metric returns a value of
NULL.

Target Evaluation Default Default Critical Alert Text
Version and Collection Warning Threshold
Frequency Threshold
11gR2, Every 15 Minutes Not Defined Not Available The ASM Cluster File System
12¢ %o0fs_mount_point% is not available on

host %ofs_host%

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
unigue combination of volume device and host objects.

If warning or critical threshold values are currently set for any unique combination of
volume device and host objects, those thresholds can be viewed on the Metric Detail
page for this metric.

To specify or change warning or critical threshold values for each unique combination
of volume device and host objects, use the Edit Thresholds page.

Data Source
This metric is collected from the column STATE in the V$3ASM_FILESYSTEM view.
User Action

No user action is required.

ASM Cluster File System Available Time

ORACLE

This metric shows the time since the mounted ASM Cluster File System has been
available on a given host in a cluster. For dismounted ASM Cluster File Systems this
metric returns a value of NULL.

Target Version Collection Frequency Alert Text

11gR2, 12¢ Every 15 Minutes The volume device
%volume_device% is dismounted
on host %ofs_host%

Data Source

This metric is collected from the column AVAILABLE_TIME in the
V$ASM_FILESYSTEM view.

User Action
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No user action is required.

Mount Point

This metric shows the mount point of the ASM Cluster File System on a given host in
a cluster. The same ASM Cluster File System could be mounted on different mount
points, on different hosts in a cluster. For dismounted ASM Cluster File Systems it will
return NULL if the OFS has never been mounted on the host or it will return the last
mount point if it was mounted and then dismounted on the host.

Target Version Collection Frequency

11gR2, 12c Every 15 Minutes

Data Source

For mounted file systems this metric is collected from the column FS_NAME in the
V$ASM_FILESYSTEM view. For dismounted file systems this metric is collected from
the column MOUNTPATH in the V$ASM_VOLUME view.

User Action

No user action is required.

ASM Cluster File System Mount State

This metric shows the state of the ASM Cluster File Systems, whether it is mounted
or dismounted on a given host. In a cluster environment the ASM Cluster File System
could be mounted only on specific hosts.

Target Evaluation and Default Warning Default Alert Text
Version Collection Frequency Threshold Critical
Threshold
11gR2, Every 15 Minutes Dismounted Not Defined The volume device %volume_device%
12c is dismounted on host %ofs_host%

ORACLE

Multiple Thresholds

If warning or critical threshold values are currently set for any unique combination of
volume device and host objects, those thresholds can be viewed on the Metric Detail
page for this metric.

To specify or change warning or critical threshold values for each unique combination
of volume device and host objects, use the Edit Thresholds page.

Data Source

An ASM Cluster File System is mounted if the usage of the volume_device is ACFS
and the volume_device exists in the VSASM_ACFSVOLUMES view and the mount
path exists in the VSASM_FILESYSTEM view.

An ASM Cluster File System is dismounted if the usage of the volume_device is ACFS
and the volume_device does not exist in the VSASM_ACFSVOLUMES view and the
mount path does not exist in the VSASM_FILESYSTEM view.

User Action
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Cell IP

Disk
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Mount the ASM Cluster File System on the given host in the cluster.

The metrics in this configuration metric category collect ASM disk configuration data
such as the disk group name. The default collection time is 24 hours and the metrics
are collected at the cluster level if the target is Cluster ASM. Otherwise, they are
collected at the instance level as a part of ASM target type metrics.

This metric shows the IP adress of the Exadata cell.

Target Version Collection Frequency

10g, 11g, 12cR1 Every 24 hours

Data Source
This metric is collected from VSASM_DISK_STAT view.
User Action

No user action is required.

This metric shows the disk name of the ASM disk.

Target Version Collection Frequency

10g 119, 12cR1 Every 24 hours

Data Source
The source for this metric is the NAME column in the VSASM_DISK_STAT view.
User Action

No user action is required.

Disk Creation Date

ORACLE

This metric shows the creation date of the ASM disk.

Target Version Collection Frequency

10g, 119, 12cR1 Every 24 hours

Data Source

The source for this metric is the CREATE_DATE column in the V$ASM_DISK_STAT
view.

User Action
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No user action is required.

Disk Group

This metric shows the disk group name of the ASM disk.

Target Version Collection Frequency
10g, 119, 12cR1 Every 24 hours

Data Source
This metric is collected from VSASM_DISKGROUP_STAT view.
User Action

No user action is required.

Disk Path

This metric shows the disk path of the ASM disk.

Target Version Collection Frequency
10g, 11g, 12cR1 Every 24 hours

Data Source
The source for this metric is the PATH column in the VSASM_DISK_STAT view.
User Action

No user action is required.

Fail Group Type

This metric shows the failure group type, REGULAR or QUORUM.

Target Version Collection Frequency
10g, 11g, 12cR1 Every 24 hours

Data Source

The source for this metric is the FAILUREGROUP column in the V$ASM_DISK _STAT
view.

User Action

No user action is required.

Failure Group Name

This metric shows the failure group name of the ASM disk.
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Target Version Collection Frequency
10g, 119, 12cR1 Every 24 hours

Data Source
The source for this metric is the SPACE column in the VSASM_DISK_STAT view.
User Action

No user action is required.

Redundancy
This metric shows the hardware redundancy of the disk.
Target Version Collection Frequency
10g, 11g, 12cR1 Every 24 hours

Data Source

The source for this metric is the REDUNANCY column in the VSASM_DISK_STAT
view.

User Action

No user action is required.

Size (MB)

This metric shows the disk size in MB of the ASM disk.

Target Version Collection Frequency
10g, 119, 12cR1 Every 24 hours

Data Source
The source for this metric is the TOTAL_MB column in the VSASM_DISK_STAT view.
User Action

No user action is required.

ASM File Group

The metrics in this configuration metrics category collects information related file
groups in a flex disk group. The default collection time is every 24 hours.

File Group

This metric indicates the name of the file group.
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Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
13c and Every 24 hours Not defined Not defined Not applicable
later
Data Source

The source of this metric is the v$asm_filegroup.name view.

Disk Group

This metric indicates the name of the disk group to which the file group belongs.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold

Frequency
13c and Every 24 hours Not defined Not defined Not applicable
later

Data Source

The source of this metric is the véasm_diskgroup.name view.

Quota Group

This metric indicates the name of the quota group to which the file group belongs.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold

Frequency
13c and Every 24 hours Not defined Not defined Not applicable
later

Data Source

The source of this metric is the véasm_quotagroup.name view.

Client Type

This metric indicates the type of the client. For example, Database, Cluster or

Volumes.
Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
13c and Every 24 hours Not defined Not defined Not applicable
later

Data Source
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The source of this metric is the vdasm_filegroup.client_type view.

Client Name

This metric indicates the name of the client whose files are grouped together to form
this file group.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold

Frequency
13cand Every 24 hours Not defined Not defined Not applicable
later

Data Source

The source of this metric is the vdasm_filegroup.client_name view.

ASM Volumes

The metrics in the ASM Volumes metric category show information about the volumes
created on a disk group. An ASM volume file is a file created on the disk group

to provide storage for an ASM Cluster File System or a third-party file system. This

is used to determine the following metrics for ASM volumes: Volume Name, Status,
Usage, Mount Point, Size (GB), Allocated Space (GB), and Redundancy.

These metrics are collected with the help of the VSASM_VOLUME and
GV$ASM_DISKGROUP views. The metrics are collected at the cluster level if the
target is Cluster ASM. Otherwise, they are collected at the instance level as a part of
ASM target type metrics.

Allocated Space (GB)

This metric shows the space in MB allocated to the ASM Cluster File System on a
given host in a cluster.

Target Version Collection Frequency

11gR2, 12c Every 24 hours

Data Source
The source of this metric is the MOUNTPATH column in the VSASM_VOLUME view.
User Action

No user action is required.

Mount Point

ORACLE

This metric shows the mount point of the ASM Cluster File System on a given host in a
cluster.
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Target Version Collection Frequency
11gR2, 12¢ Every 24 hours

Data Source
The source of this metric is the MOUNTPATH column in the VSASM_VOLUME view.
User Action

No user action is required.

Redundancy

This metric returns the redundancy for the ASM volume file. The ASM volume file
can use whatever redundancy (external, normal=2-way mirror, high=3-way mirror) is
available to the ASM disk group where the ASM volume file is created.

Target Version Collection Frequency
11gR2, 12c Every 24 hours

Data Source
The source of this metric is the REDUNDANCY column in the VSASM_VOLUME view.
User Action

No user action is required.

Size (GB)

This metric returns the size of the ASM volume in GB. The volume size is always
created in multiples of the volume allocation unit.

Target Version Collection Frequency
11gR2, 12¢ Every 24 hours
Data Source

The source of this metric is the column SIZE_MB from the VSASM_VOLUME view.
User Action

No user action is required.

Usage

This metric returns a string indicating what the ASM volume is used for: ACFS, EXT3,
null. A value of null means that the usage of the volume is Unknown.

Target Version Collection Frequency

11gR2, 12c Every 24 hours
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Data Source

This metric returns a string indicating what the ASM volume is used for: ACFS, EXT3,
null. A value of null means the usage of the volume is Unknown.

User Action

No user action is required.

Volume Name

This metric returns the name of the ASM volume. This is the name entered when the
user creates the ASM volume on the disk group.

Target Version Collection Frequency
11gR2, 12c Every 24 hours

Data Source

The source of this metric is the VOLUME_NAME column in the V$ASM_VOLUME
view.

User Action

No user action is required.

Database Disk Group Usage

Total Bytes

ORACLE

Data Source

V$ASM_DISKGROUP_STAT, vSASM_ALIAS, v$ASM_FILE

This metric shows the total bytes of the disk group space used by a database. With
the help of this metric you can determine the space used in a disk group by different
database instance.

Target Version Collection Frequency Alert Text

10g, 119, 12c Every 30 Minutes Usable total size for Disk Group
%dg_name% has fallen to %value%
(MB).

Data Source

This metric is calculated by taking the space used by a file using the VSASM_FILE
view and joining it with the VSASM_ALIAS and V$ASM_DISKGROUP views for
10g Release 1 and the VSASM_ALIAS, V$ASM_DISKGROUP_STAT views for 10g
Release 2 to get the disk group space used by a database instance.

User Action

No user action is required.
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Database Sparse Disk Group Usage

This metric category uploads the physical usage of sparse disk groups by snap cloned
databases.

This metric category is enabled when ASM stores on Oracle Exdata. It is not
applicable for any other systems.

Database Name

This metric provides the name of the database.

Target Version Collection Frequency

12cR2 Every 24 Hours

Data Source

v$asm_diskgroup, vdasm_alias

Disk Group Name

This metric provides the sparse disk group name.

Target Version Collection Frequency

12cR2 Every 24 Hours

Data Source

v$asm_diskgroup, vdasm_alias

Total Physical Bytes

This metric provides the total number of physical bytes allocated to the database.

Target Version Collection Frequency

12cR2 Every 24 Hours

Data Source

v$asm_diskgroup, véasm_alias

Disk Groups

ORACLE

The metrics in this configuration metric category collect ASM disk group configuration
data such as member disk count, and redundancy. The default collection time is 24
hours and the metrics are collected at the cluster level if the target is Cluster ASM.
Otherwise, they are collected at the instance level as a part of ASM target type
metrics.
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Allocation Unit (MB)

This metric shows the allocation unit size in MB of the ASM disk group.

Target Version Collection Frequency

All versions Every 24 hours

Data Source

The source for this metric is the ALLOCATION_UNIT_SIZE column in the
V$ASM_DISK_STAT view.

User Action

No user action is required.

Contains Voting Files

Disk Count

Disk Group

ORACLE

This metric shows whether there are voting files present.

Target Version Collection Frequency

All versions Every 24 Hours

Data Source

The source for this metric is the VOTING_FILES column in the
V$ASM_DISKGROUP_STAT view.

User Action

No user action is required.

This metric shows the number of disks in the ASM disk group.

Target Version Collection Frequency

All versions Every 24 Hours

Data Source

The source for this metric is the COUNT_OF_DISK column in the VSASM_DISK_STAT
view.

User Action

No user action is required.

This metric shows the disk group name of the ASM disk group.
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Target Version Collection Frequency

All versions Every 24 Hours

Data Source

The source for this metric is the NAME column in the VSASM_DISKGROUP_STAT
view.

User Action

No user action is required.

Redundancy

Size (GB)

This metric shows the level of redundancy of the ASM disk group.

Target Version Collection Frequency

All versions Every 24 Hours

Data Source

The source for this metric is the TYPE column in the VSASM_DISKGROUP_STAT
view.

User Action

No user action is required.

This metric shows the ASM disk group size in GB.

Target Version Collection Frequency

All versions Every 24 Hours

Data Source

The source for this metric is the TOTAL_MB column in the
V$ASM_DISKGROUP_STAT view.

User Action

No user action is required.

Disk Group Attributes

ORACLE

The metrics in this configuration metric category collect ASM disk group Attribute data
such as file access control, cell scan capability etc. The default collect time is 24 hours
and the metrics will be collected at cluster level if the target is Cluster ASM, else they
will be collected at instance level as a part of the ASM target type metrics.
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This metric shows the ASM disk group name.

Target Version Collection Frequency

119, 12cR1 Every 24 Hours

Data Source

The source for this metric is the NAME column in the V$ASM_DISKGROUP_STAT
view.

User Action

No user action is required.

Attribute Name

Value

This metric shows the ASM disk group attribute name.

Target Version Collection Frequency

119, 12cR1 Every 24 Hours

Data Source
The source for this metric is the NAME column in the VSASM_ATTRIBUTE view.
User Action

No user action is required.

This metric shows the ASM disk group value.

Target Version Collection Frequency

119, 12cR1 Every 24 Hours

Data Source
The source for this metric is the VALUE column in the VSASM_ATTRIBUTE view.
User Action

No user action is required.

Disk Group Imbalance Status

ORACLE

The metrics in the Disk Group Imbalance Status metric category check if any disk
groups are out of balance. Under normal operations, ASM automatically rebalances
disk groups. These metrics detect conditions where manual rebalances may be
required or the power level of a rebalance in progress may need to be raised to give
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it the necessary resources to complete faster. The metrics are collected at the cluster
level if the target is Cluster ASM. Otherwise, they are collected at the instance level as
a part of ASM target type metrics.

Actual Imbalance (%)

Actual Imbalance (%) measures the difference in space allocated to the fullest and
emptiest disks in the disk group. The comparison is in percent full because ASM tries
to keep all disks equally full as a percent of their size. The imbalance is relative to
the space allocated not the space available. An imbalance of a couple percent is
reasonable.

Target Version Collection Frequency

10gR2, 1149, 12¢c Every 15 minutes

Data Source
This metric is calculated using the following formula:
100 * (max((total _mb - free_mb) / total _nb) - min((total _nb - free_nb)

/ total _mb)) / max((total _nb - free_nb) / total _nb)
where total _nb and free_nb are colums in V$ASM DI SK_STAT

User Action

An imbalance of more than a couple percent may signal the need to initiate a manual
rebalance of the disk group.

Actual Minimum Percent Free

ORACLE

The Actual Minimum Percent Free metric lists the amount of free disk space on

the fullest disk as a percentage of the disk size. If the imbalance is zero, then this
represents the total free space. Because all allocations are performed evenly across
all disks, the minimum free space limits how much space can be used.

If one disk has only one percent free, then only one percent of the space in the disk
group is really available for allocation, even if the rest of the disks are only half full.

Target Version Collection Frequency

10gR2, 119, 12c Every 15 minutes

Data Source

The metric is calculated as 100 * (min(FREE_MB / TOTAL_MB)), where FREE_MB
and TOTAL_MB are columns in the $ASM_DISK_STAT view.

User Action

If the actual minimum percent free is a low number, a configuration change may be
required to provide an even distribution of file extents and space usage across all
disks in a disk group.
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The Disk Count metric reports the number of disks in the disk group which gives a
sense of how widely files can be spread.

Target Version Collection Frequency

10gR2, 1149, 12¢c Every 15 minutes

Data Source

Disk count is calculated using count(*) on all disks (V$ASM_DISK_STAT) in a disk
group (VSASM_DISKGROUP_STAT).

User Action

No user action is required.

Disk Group Percent Imbalance

The Disk Group Percent Imbalance (metric is used to determine if a disk group
requires rebalance. Temporary imbalances (caused by a rebalance in progress) are
ignored.

Target  Evaluation Default Default Critical Alert Text
Version and Collection Warning Threshold
Frequency Threshold
10gR2, Every 15 Minutes 10 Not Defined Disk Group %diskGroup% requires
11g, 12c rebalance because the space usage

imbalance between disks is high.

ORACLE

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each disk
group object.

If warning or critical threshold values are currently set for any disk group object, those
thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each disk group object,
use the Edit Thresholds page.

Data Source

If a rebalance operation is not in progress, the value of the Disk Group Imbalance (%)
without Rebalance metric is the same value as the value of the Actual Imbalance (%)
metric, otherwise the value is 0.

User Action

A warning alert is generated if the value of the Disk Group Imbalance (%) without
Rebalance metric is greater than or equal to 10%. In this case, a rebalance is
necessary because the space usage imbalance between disks is high. You should
manually initiate a rebalance operation.
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Disk Maximum Used (%) with Rebalance

The Disk Maximum Used (%) with Rebalance metric is used to determine if a
rebalance in progress needs a power boost to complete in a timely manner and
prevent other errors from occurring due to space constraints.

Target Evaluation Default Warning Default Alert Text
Version and Collection Threshold Critical
Frequency Threshold
10gR2, Every 15 Minutes Not Defined 95 Increase the rebalance power for Disk
119, 12c Group %diskGroup% because at least

one disk is critically low on space.

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each disk
group object.

If warning or critical threshold values are currently set for any disk group object, those
thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each disk group object,
use the Edit Thresholds page.

Data Source

If a rebalance is in progress and the power value is greater than 0, then the value
of the Disk Maximum Used (%) with Rebalance metric is calculated as (100 - Actual
Minimum Percent Free), otherwise the value is 0.

User Action

A critical alert is generated if the value of the Disk Maximum Used (%) with Rebalance
metric is greater than or equal to 95%. In this case the rebalance power for the disk
group must be increased because at least one disk is critically low on space. Increase
the rebalance power (maximum power level is 11).

Disk Minimum Free (%) without Rebalance

The Disk Minimum Free (%) without Rebalance metric is used to determine if a disk
group requires rebalance. Temporary imbalances (caused by a rebalance in progress)
are ignored.

Target Evaluation and Default Default Alert Text
Version Collection Frequency Warning Critical
Threshold Threshold
10gR2, Every 15 Minutes 20 10 Disk Group %diskGroup% requires
119, 12c rebalance because at least one disk is low
on space.
Multiple Thresholds
For this metric you can set different warning and critical threshold values for each disk
group object.
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If warning or critical threshold values are currently set for any disk group object, those
thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each disk group object,
use the Edit Thresholds page.

Data Source

If a rebalance operation is not in progress, the value of the Disk Minimum Free (%)
without Rebalance metric is the same as the value of the Actual Minimum Percent
Free metric, otherwise the value is 100.

User Action

A warning alert will be generated if Disk Minimum Free (%) without Rebalance is less
than or equal to 20%. In this case a rebalance is necessary because at least one disk
is low on space. You should manually initiate a rebalance operation.

Disk Size Variance (%)

The Disk Size Variance (%) metric lists the percentage difference in size between the
largest and smallest disks in the disk group. This is zero if best practices have been
followed and all disks are the same size.

Small differences in size are acceptable. Large differences can result in some disks
getting much more 1/O than others. With normal or high redundancy disk groups, a
large size variance can make it impossible to reduce the percent imbalance to a small
value.

Target Version Collection Frequency

10gR2, 119, 12c Every 15 Minutes

Data Source
Di sk Size Variance (% is calculated as 100 *

(max(total _mb) - min(total _nb)) / max(total _nb),
where total _nb is a colum in V$ASM DI SK_STAT

User Action

A large size variance may require a configuration change to provide an even
distribution of file extents and space usage across all disks in a disk group.

Rebalance In Progress

ORACLE

The Rebalance In Progress metric returns Yes if a rebalance operation is in progress,
No otherwise.

Target Version Collection Frequency

10gR2, 1149, 12¢c Every 15 Minutes

Data Source

The value of the Rebalance In Progress metric is retrieved from the operation column
of the VSASM_OPERATION.view
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User Action

No user action is required.

Resync In Progress

The Resync In Progress metric returns Yes if a resync operation is in progress, No
otherwise.

Target Version Collection Frequency

10gR2, 119, 12c Every 15 Minutes

Disk Group Target Component

This configuration metric category collects ASM disk group target component
information.

Disk Group Name

Disk Count

ORACLE

This metric shows the disk group target component name.

Target Version Collection Frequency

10g, 119, 12c Every 30 minutes

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each Disk
Group Name object.

If warning or critical threshold values are currently set for any Disk Group Name
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Disk Group Name
object, use the Edit Thresholds page.

Data Source

This metric is collected from the column FREE_MB in the view VSASM_DISKGROUP
for 10g Release 1 and the V$ASM_DISKGROUP_STAT view for 10g Release 2.

User Action

Consider adding more disks to the disk group or deleting existing files in the disk
group.

The Disk Count metric reports the number of disks in the disk group which gives a
indication of how widely files can be spread.

Target Version Collection Frequency

10gR2, 1149, 12¢ Every 30 minutes
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Data Source

Disk count is calculated using count(*) on all disks (V$ASM_DISK_STAT) in a disk
group (V$ASM_DISKGROUP_STAT).

User Action

No user action is required.

Disk Group Usage

The metrics in the Disk Group Usage metric category show the space used by all of
the disk groups in the mounted state. These metrics are used to collect information
about the disk usage and are used to show the trend of disk group space usage in the
application. This information is used to determine the following metrics: Free MB, Total
MB, Total Safely Usable MB, Type, Safely Usable File MB, Used %, and Disk Group
Used % of Safely Usable of a disk group for 10g Release 2 and Free MB, Total MB,
Type, and Used % for 10g Release 1.

These metrics generate a warning alert if the disk group is 75% used and a critical
warning if 90% used. The thresholds for the Disk Group Usage alert should not

be fixed at 75% and 90%, because the value depends on the redundancy. In

version 10g Release 2, these metrics use the USABLE_FILE_MB column of the
V$ASM_DISKGROUP_STAT view to indicate usable mirrored free space. This column
displays the amount of free space that can be safely utilized taking mirroring into
account, and yet is able to restore redundancy after disk failure.

Enterprise Manager issues alerts for the following:

e Critical alert when USABLE_FILE_MB <=0
e Warning alert when USABLE_FILE_MB < 0.1 * REQUIRED_MIRROR_FREE_MB

This metric is collected every 15 minutes. You can change the threshold limit as
required.

This metric is collected with the help of a SQL query which queries the
V$ASM_DISKGROUP view for 10g Release 1 and the VSASM_DISKGROUP_STAT
view for 10g Release 2. The metrics are collected at the cluster level if the target is
Cluster ASM. Otherwise, they are collected at the instance level as a part of ASM
target type metrics.

Disk Group Free (MB)

This metric shows the unused capacity of the disk group in megabytes. It gives an
indication of the free space available in a disk group.

Target Evaluation Default Warning Default Alert Text
Version and Collection Threshold Critical
Frequency Threshold
10g, 11g, Every 30 Minutes Not Defined Not Defined Total free size for Disk Group
12¢ %dg_name% has fallen to %value% (MB).

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each Disk
Group Name object.
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If warning or critical threshold values are currently set for any Disk Group Name
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Disk Group Name
object, use the Edit Thresholds page.

Data Source

This metric is collected from the FREE_MB column in the V$ASM_DISKGROUP view
for 10g Release 1 and the VSASM_DISKGROUP_STAT view for 10g Release 2.

User Action

Consider adding more disks to the disk group or deleting existing files in the disk
group.

Disk Group Usable (Free MB)

The usable free space of a disk group depends on the redundancy, so in 10g Release
2 it uses the USABLE_FILE_MB column of the V$ASM_DISKGROUP_STAT view

to indicate usable mirrored free space. This column indicates the amount of free
space that can be safely utilized taking mirroring into account, and yet is able to
restore redundancy after disk failure. This column is used to determine the usable free
megabytes of a disk group.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
10gR2,  Every 30 Minutes Not Defined Not Defined Usable free size for Disk Group
119, 12c %dg_name% has fallen to %value% (MB).

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each Disk
Group Name object.

If warning or critical threshold values are currently set for any Disk Group Name
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Disk Group Name
object, use the Edit Thresholds page.

Data Source

This metric is collected from the column USABLE_FILE_MB in the
V$ASM_DISKGROUP_STAT view for 10g Release 2.

User Action

Consider adding more disks to the disk group or removing existing files from the disk
group.

Disk Group Usable (MB)

ORACLE

This metric shows the capacity of the disk group based on the type of the disk group.
This column indicates the amount of free space that can be safely utilized taking
mirroring into account, and yet is able to restore redundancy after disk failure.
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Target Evaluation Default Warning Default Alert Text
Version and Collection Threshold Critical
Frequency Threshold
10gR2, Every 30 Minutes Not Defined Not Defined Usable free size for Disk Group
119, 12c %dg_name% has fallen to %value% (MB).

Data Source
This metric value is calculated as follows, using the VSASM_DISKGROUP_STAT view:

Total Safely Usable MB = (total _nb - required_nirror_free_mb)/redundancy_factor

It the preceding formula, total_mb and required_mirror_free_mb come from the view
column, and redundancy factor is 1 for External Redundancy Disk Group, 2 for Normal
Redundancy Disk Group, and 3 for High Redundancy Disk Group.

User Action

Consider adding more disks to the disk group or removing existing files from the disk
group.

Disk Group Used %

This metric shows the percentage of space used by a disk group. It generates a
warning alert if the disk group is 75% used and a critical warning if it is 90% used. The
threshold limit can be changed to generate alerts at different values.

Target Evaluation Default Default Alert Text
Version and Collection Warning Critical
Frequency Threshold Threshold
10g, 11g, Every 30 Minutes 75 90 Disk Group %dg_name% is %value%%%
12c used.

ORACLE

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each Disk
Group Name object.

If warning or critical threshold values are currently set for any Disk Group Name
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Disk Group Name
object, use the Edit Thresholds page.

Data Source

This metric value is calculated as follows, using the VSASM_DISKGROUP view for
10g Release 1 and the V$ASM_DISKGROUP_STAT view for 10g Release 2.

Used % = (total _mb-free_nb)/total _mb)*100
User Action

New disks can be added in a disk group to avoid the alerts. Go to the Disk Group
general page and click Add to add a new disk to a disk group. You can also remove
existing files from the disk group.
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Redundancy

This metric shows the redundancy type of the disk group. It can be one of the three
values: External, Normal, and High. This property determines how redundancy is
restored after disk failure.

Target Version Collection Frequency

10g, 119, 12c Every 30 Minutes

Data Source

This metric is collected from the column TYPE in the VSASM_DISKGROUP view for
10g Release 1 and the VSASM_DISKGROUP_STAT view for 10g Release 2.

User Action

No user action is required.

Size (MB)

This metric shows the total capacity of the disk group in megabytes. It gives an
indication of the size or the space used by the disk group.

Target Version Collection Frequency
10g, 119, 12¢ Every 30 Minutes

Data Source

This metric is collected from the column TOTAL_MB in the VSASM_DISKGROUP view
for 10g Release 1 and the VSASM_DISKGROUP_STAT view for 10g Release 2.

User Action

Consider adding more disks to the disk group.

Disk Group Used % of Safely Usable

This metric shows the percentage of safely usable space used by a disk group. Usable
free space of a disk group depends on the redundancy. In 10g Release 2, it uses

the USABLE_FILE_MB column of the VSASM_DISKGROUP_STAT view to indicate
usable mirrored free space. This column displays the amount of free space that can be
safely utilized taking mirroring into account and restores redundancy after disk failure.
This column is used to determine the Disk Group Used % of Safely Usable for a disk

group.

This metric generates a warning alert if the disk group is using 90% of the safely
usable space and critical warning for 100%. The threshold limit can be changed to
generate an alert at different values.
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Target  Evaluation Default Default Critical Alert Text
Version and Collection Warning Threshold
Frequency Threshold
10gR2, Every 30 Minutes 75 90 Disk group %dg_name% has used
11g, %value%%% of safely usable free space
12cR1 (space that can be allocated while still

having enough space to recover from failure
group failures).

Disk Path

Disk Name

ORACLE

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each Disk
Group Name object.

If warning or critical threshold values are currently set for any Disk Group Name
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Disk Group Name
object, use the Edit Thresholds page.

Data Source

This metric is calculated from the VSASM_DISKGROUP_STAT view for 10g Release 2
using the following formula:

Used % of Safely Usable = 100 - (usable_file_nb/usable_total _nb)*100

Inthis fornula, usable total nmb is derived as follows:
total _nmb - required_mrror_free_nb)/redundancy_factor

total_mb and required_mirror_free_mb are derived from the view column and
redundancy factor is 1 for External Redundancy Disk Group, 2 for Normal Redundancy
Disk Group, and 3 for High Redundancy Disk Group.

User Action

New disks can be added in a disk group to avoid the alerts. Go to the Disk Group
general page and click Add to add a new disk to a disk group. Also, you can remove
existing files from the disk group.

The metrics in the Disk Path metric category show the disk name and disk path of all
the disks. This information is collected at a time interval of 24 hours.

These metrics are collected using data from the V$ASM_DISK view for 10g Release 1
and the V$ASM_DISK_STAT view for 10g Release 2. The metrics are collected at the
cluster level if the target is Cluster ASM. Otherwise, they are collected at the instance

level as a part of ASM target type metrics.

This metric reports the name of the disk path.

Target Version 10gR2, 11g, 12¢
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Data Source

The source of this metric is the NAME column in the V$ASM_DISK_STAT and
V$ASM_DISK views.

User Action

No user action is required.

Disk Path

This metric is the physical path of the disk.

Target Version 10gR2, 11g, 12c

Data Source

For databases prior to 10g Release 2, this metric uses the PATH column in the
GV$ASM_DISK view. For databases 10g Release 2 and higher, this metric uses the
PATH column in the GV$ASM_DISK_STAT view.

User Action

No user action is required.

Group Name

This metric provides the name of the group.

Target Version 10gR2, 11g, 12c

Data Source

For databases prior to 10g Release 2, this metric uses the PATH column in the
GV$ASM_DISK view. For databases 10g Release 2 and higher, this metric uses the
PATH column in the GVSASM_DISK_STAT view.

User Action

No user action is required.

Disk Status

The metrics in the Disk Status metric category provide disk mode status (offline and
online). A critical warning alert is generated if any of the disks are offline.

This metric is collected every 15 minutes. You can change the time limit and threshold
limit as required. The metrics are collected at the cluster level if the target is Cluster
ASM. Otherwise, they are collected at the instance level as a part of ASM target type
metrics.

Disk Mode Status

This metric displays disk mode status (offline and online). A critical warning alert is
generated if any of the disks go offline.
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You can change the threshold limit.

Target  Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
All Every 15 Minutes Not Defined OFFLINE Disk %dg_name%.%disk_name% is
Versions offline.

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
unigue combination of Disk Group Name and Disk Name objects.

If warning or critical threshold values are currently set for any unique combination of
Disk Group Name and Disk Name objects, those thresholds can be viewed on the
Metric Detail page for this metric.

To specify or change warning or critical threshold values for each unique combination
of Disk Group Name and Disk Name objects, use the Edit Thresholds page.

Data Source

This metric is collected from the GV$ASM_DISK view for 10gRelease 1 and
GVS$ASM_DISK_STAT view for 10g Release 2.

User Action

Try to bring the disk online. Currently Enterprise Manager does not support this
feature.

Failure Group Imbalance Status

The metrics in the Failure Group Imbalance Status metric category check how even
failure group disks are laid out for ASM disk groups. ASM strives for an even
distribution of file extents and space usage across all disks in a disk group. It
accomplishes this through rebalancing. If the disks are different sizes or the failure
groups are different sizes then effective rebalancing cannot be achieved. In this
situation, configuration changes are required.

These metrics only apply to disk groups with normal or high redundancy. These
metrics will not return data for disk groups with external redundancy, because failure
groups are not used in this configuration. The metrics are collected at the cluster level
if the target is Cluster ASM. Otherwise, they are collected at the instance level as a
part of ASM target type metrics.

Disk Count Imbalance Variance

ORACLE

Failure groups are used to store mirror copies of data: two copies for normal
redundancy, three copies for high redundancy. The Disk Count Imbalance Variance
metric reports the difference in the failure group disk count for the disk in the disk
group with the highest failure group disk count and the disk with the lowest.

It may not be possible for every disk to have the same failure group disk count even
when all the failure groups are the same size. However an imbalance of more than
one indicates that the failure groups are different sizes.
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Target Evaluation Default Warning Default Alert Text
Version and Collection Threshold Critical
Frequency Threshold
10gR2, Every 15 Minutes 2 Not Defined Disk Group %diskGroup% has failure
119, 12c groups with different numbers of disks

which may lead to suboptimal space
usage. Changing the configuration may
alleviate this problem.

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each disk
group object.

If warning or critical threshold values are currently set for any disk group object, those
thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each disk group object,
use the Edit Thresholds page.

Data Source

The value of the Disk Count Imbalance Variance metric is calculated using
the VSASM_DISKGROUP_STAT and VSASM_DISK_STAT views, along with some
internal ASM fixed tables.

User Action

A warning alert is generated when the Disk Count Imbalance Variance value is greater
than 1 (the default value). Disk groups that have failure groups with different numbers
of disks may lead to suboptimal space usage. To alleviate this problem, try changing
the configuration.

Disk Size Imbalance (%)

Disk Size Imbalance (%) checks whether some disks have more space in their failure

group disks than others. The space is calculated as a ratio between the size of a disk

and the sum of the sizes of its active failure group disks. This ratio is compared for all

the disks. The difference in the highest and lowest failure group disk space is reported
as a percentage. An imbalance of 10% is acceptable.

Target Evaluation Default Default Alert Text
Version and Collection Warning Critical
Frequency Threshold Threshold
10gR2, Every 15 Minutes 10 Not Defined Disk Group %diskGroup% has failure
11g, 12c groups with disks of different sizes which
may lead to suboptimal space usage.
Changing the configuration may alleviate
this problem.
Multiple Thresholds
For this metric you can set different warning and critical threshold values for each disk
group object.
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If warning or critical threshold values are currently set for any disk group object, those
thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each disk group object,
use the Edit Thresholds page.

Data Source

The value of the Disk Size Imbalance metric is calculated using the
V$ASM_DISKGROUP_STAT and V$ASM_DISK_STAT views, along with some
internal ASM fixed tables.

User Action

A warning alert is generated when the Disk Size Imbalance (%) is greater than 10%
(the default). Disk groups that have failure groups with disks of different sizes may lead
to suboptimal space usage. To alleviate this problem, try changing the configuration.

Failure Group Count

Failure Group Count reports the number of failure groups per disk group.

Target Version Collection Frequency

10gR2, 119, 12c Every 15 Minutes

Data Source

The value of the Failure Group Count metric is retrieved from a calculation involving
the VSASM_DISKGROUP_STAT and V$ASM_DISK_STAT views, and some internal
ASM fixed tables.

User Action

No user action is required.

Inactive Partnership Count

This metric reports the number of inactive partnerships.

Target Version Collection Frequency

10g, 119 Every 15 Minutes

Data Source
Not available.
User Action

No user action is required.

Failure Group Status

The metrics in the Failure Group Status metric category check to see if all of the
member disks of any failure group are offline. This is an undesirable condition which
risks data loss, because mirror copies of data cannot be stored.
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These metrics only apply to disk groups with normal or high redundancy. The metrics
are collected at the cluster level if the target is Cluster ASM. Otherwise, they are
collected at the instance level as a part of ASM target type metrics.

Available Disks

The Available Disks metric reports the number of disks in the failure group that are
online.

Target Version Collection Frequency

10gR2, 1149, 12¢c Every 15 Minutes

Data Source

The value of the Available Disks metric is calculated by subtracting the number of
offline disks in the failure group from the number of total disks.

User Action

No user action is required.

Online Disk Count for Failure Group with More than 1 Disk

The Disk Count for Alerts metric has the same value as Available Disks metric if there
is more than one disk in the failure group. If there is exactly one disk in the failure
group, the value of Disk Count for Alerts is 1, regardless of whether or not that one
disk is offline. The reason for this is to avoid duplicate alerts being generated for the
same root cause. The disk_status metric generates a critical alert when a disk goes
offline.

Target Evaluation Default Default Critical Alert Text
Version and Collection Warning Threshold
Frequency Threshold
10gR2, Every 15 Minutes Not Defined 0 Failure Group
11g, 12c %diskGroup%.%failureGroup% is offline.

ORACLE

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
unique combination of Disk Group and Failure Group objects.

If warning or critical threshold values are currently set for any unique combination of
Disk Group and Failure Group objects, those thresholds can be viewed on the Metric
Detail page for this metric.

To specify or change warning or critical threshold values for each unique combination
of Disk Group and Failure Group objects, use the Edit Thresholds page.

Data Source

The value of the Disk Count for Alerts metric is set to 1 if there is only one disk in the
disk group, otherwise it is set to the value of the Available Disks metric.

User Action
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A critical alert is generated if all disks comprising a failure group are taken offline. In
this situation, data is not being mirrored despite the disk group having been configured
with normal or high redundancy. Action must be taken to bring some of the disks in the
failure group back online, or to add more disks to the disk group and assign them to
that failure group.

Disk Count

The Disk Count metric reports the number of disks in the failure group.

Target Version Collection Frequency

10gR2, 1149, 12¢c Every 15 Minutes

Data Source

The value of the Total Disks metric is retrieved from the VSASM_DISKGROUP_STAT
and VSASM_DISK_STAT views.

User Action

No user action is required.

Online Disk Count for Failure Group with More than 1 Disk

This metric shows the online disk count for failure group with more than one disk.

Target Version Collection Frequency

10g, 11g, 12cR1 Every 15 minutes

File Group Usage

File group usage metric collects information related to file groups in a flex disk group.
The default collection time is every 30 minutes.

Quota Limit Used (MB)

This metric indicates the space used by file group from the quota in a quota group.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold

Frequency
13c and Every 30 minutes Not defined Not defined Not applicable
later

Initialization Parameters

The metrics in this configuration metric category collect initialization parameters for the
ASM instance. The default collection time is 24 hours and the metrics are collected

at the cluster level if the target is Cluster ASM. Otherwise, they are collected at the
instance level as a part of ASM target type metrics.
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This metric shows the name of the initialization parameter.

Target Version Collection Frequency

11gR2, 12cR1 Every 24 Hours

Data Source
The source for this metric is the NAME column in the VSPARAMETER view.
User Action

No user action is required.

This metric shows the value for the initialization parameter.

Target Version Collection Frequency

11gR2, 12cR1 Every 24 Hours

Data Source
The source for this metric is the VALUE column in the VSPARAMETER view.
User Action

No user action is required.

This metric indicates if the parameter is set to default value or not.

Target Version Collection Frequency

11gR2, 12cR1 Every 24 Hours

Data Source
The source for this metric is the ISDEFAULT column in the VSPARAMETER view.
User Action

No user action is required.

Instance Disk Performance

ORACLE

The metrics in the Instance Disk Performance metric category indicate the
performance of the disks present in an ASM instance. These metrics report the disk
performance parameters for all of the disks mounted on an ASM Instance.
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These metrics are used to collect information, for example, total I/O and read/write
requests, total I/O and read/write time, and the total number of bytes read/written

to the disk. These metrics also report the response of the disk for read, write, and
I/O throughput. The metrics are collected at the cluster level if the target is Cluster
ASM. Otherwise, they are collected at the instance level as a part of ASM target type
metrics.

# Note:

Upload is disabled by default.

Bytes Read

This metric reports the total number of bytes read from the disk.

Target Version Collection Frequency

11gR2, 12c Every 15 Minutes

Data Source

This metric is calculated using the data from the GV$ASM_DISKGROUP_STAT and
GV3$ASM_DISK_STAT views.

User Action

No user action is required.

Bytes Written

This metric reports the total number of bytes written to the disk.

Target Version Collection Frequency
11gR2, 12c Every 15 Minutes

Data Source

This metric is calculated using the data from the GV$ASM_DISKGROUP_STAT and
GV$ASM_DISK_STAT views.

User Action

No user action is required.

Last Read Errors

This metric shows the most recent number of read errors for the disk.

Target Version Collection Frequency

10g, 119, 12c Every 15 Minutes
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Read Errors

This metric shows the total read errors for the disk.

Target Version Collection Frequency

11gR2, 12c Every 15 Minutes

Data Source

This metric is calculated using the data from the GV$ASM_DISKGROUP_STAT and
GV3$ASM_DISK_STAT views.

User Action

No user action is required.

Read Response Time (MS)

This metric shows the total read response time in milliseconds for the disk.

Target Version Collection Frequency
11gR2, 12c Every 15 Minutes

Data Source

This metric is calculated using the data from the GV$ASM_DISKGROUP_STAT and
GV$ASM_DISK_STAT views.

User Action

No user action is required.

Read Time (MS)

This metric shows the total I/O time (in seconds) for read requests for the disk if the
TIMED_STATISTICS initialization parameter is set to true, or O if set to false.

Target Version Collection Frequency

11gR2, 12c Every 15 Minutes

Data Source

This metric is calculated using the data from the GV$ASM_DISKGROUP_STAT and
GVS$ASM_DISK_STAT views.

User Action

No user action is required.
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Write Errors

This metric shows the detail of the total number of failed writes for the disk. This
provides information about the total number of failed attempts of writes for the disk.

Target Evaluation Default Warning Default Alert Text
Version and Collection Threshold Critical
Frequency Threshold
10g, 11g, Every 15 Minutes Not Defined 0 Disk %dg_name%.%disk_name% has
12cR1 %value% Read/Write errors.
Multiple Thresholds
For this metric you can set different warning and critical threshold values for each
unigue combination of Instance ID, Disk Group Name, and Disk Name objects.
If warning or critical threshold values are currently set for any unique combination
of Instance ID, Disk Group Name, and Disk Name objects, those thresholds can be
viewed on the Metric Detail page for this metric.
To specify or change warning or critical threshold values for each unique combination
of Instance ID, Disk Group Name, and Disk Name objects, use the Edit Thresholds
page.
Data Source
This metric is calculated using the GV$ASM_DISKGROUP and GV$ASM_DISK views
for 10g Release 1 and the GV$ASM_DISKGROUP_STAT and GV$ASM_DISK_STAT
views for 10g Release 2. From these views, the total number of failed read/writes for
the disk is added to calculate the read write errors detail.
User Action
Investigate the issues behind read/write errors.
Reads

This metric shows the total number of 1/O read requests for the disk.

Target Version Collection Frequency

11gR2, 12¢ Every 15 Minutes

Data Source

This metric is calculated using the data from the GV$ASM_DISKGROUP_STAT and
GV$ASM_DISK_STAT views.

User Action

No user action is required.

/0 Response Time (MS)
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This metric shows the disk response time.
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Target Version Collection Frequency

10g, 119, 12cR1 Every 15 Minutes

Total I/O Time (MS)

This metric shows the total I/O time in milliseconds.

Target Version Collection Frequency

10g, 119, 12cR1 Every 15 Minutes

Write Response Time (MS)

This metric shows the total write response time in milliseconds.

Target Version Collection Frequency
11gR2, 12¢ Every 15 Minutes
Data Source

This metric is calculated using the data from the GV$ASM_DISKGROUP_STAT and
GV$ASM_DISK_STAT views.

User Action

No user action is required.

Write Time (MS)

Writes
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This metric shows the total I/O time (in seconds) for write requests for the disk if the
TIMED_STATISTICS initialization parameter is set to true, or O if set to false.

Target Version Collection Frequency

11gR2, 12c Every 15 Minutes

Data Source

This metric is calculated using the data from the GV$ASM_DISKGROUP_STAT and
GV3$ASM_DISK_STAT views.

User Action

No user action is required.

This metric shows the total number of 1/0O write requests for the disk.
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Target Version Collection Frequency

11gR2, 12¢ Every 15 Minutes

Data Source

This metric is calculated using the data from the GV$ASM_DISKGROUP_STAT and
GVS$ASM_DISK_STAT views.

V$asm_disk write_time/no. of writes will show the actual I/O Response Time metric
(ms) in OEM.

User Action

No user action is required.

Instance Disk Group Database Performance

Bytes Read

The metrics in the Instance Disk Group Database Performance metric category report
the performance of the disk group database present in an ASM instance. These
metrics report the disk group database performance parameters for all of the disk
groups in an ASM Instance.

This metric reports the total number of bytes read from the disk group database.

Target Version Collection Frequency

119, 12c Every 15 Minutes

Data Source

This metric is calculated using the data from the GV$ASM_DISKGROUP_STAT and
GVS$ASM_DISK_STAT views.

User Action

No user action is required.

Bytes Written
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This metric reports the total number of bytes written to the disks in the database disk
group.

Target Version Collection Frequency
11g 12c Every 15 Minutes

Data Source

This metric is calculated using the data from the GV$ASM_DISKGROUP_STAT and
GV$ASM_DISK_STAT views.

User Action
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No user action is required.

Read Time (MS)

Reads

This metric shows the total I/O time (in seconds) for read requests for the disks in the
disk group database if the TIMED_STATISTICS initialization parameter is set to true,
or O if set to false.

Target Version Collection Frequency

11gR2, 12c Every 15 Minutes

Data Source

This metric is calculated using the data from the GV$ASM_DISKGROUP_STAT and
GVS$ASM_DISK_STAT views.

User Action

No user action is required.

This metric shows the total number of 1/O read requests for the disks in the disk group
database.

Target Version Collection Frequency

11g, 12c Every 15 Minutes

Data Source

This metric is calculated using the data from the GV$ASM_DISKGROUP_STAT and
GV$ASM_DISK_STAT views.

User Action

No user action is required.

Write Time (MS)
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This metric shows the total 1/O time (in seconds) for write requests for the disks in the
disk group database if the TIMED_STATISTICS initialization parameter is set to true,
or O if set to false.

Target Version Collection Frequency
119, 12c Every 15 Minutes
Data Source

This metric is calculated using the data from the GV$ASM_DISKGROUP_STAT and
GVS$ASM_DISK_STAT views.

User Action

No user action is required.
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This metric shows the total number of 1/O write requests for the disks in the disk group
database.

Target Version Collection Frequency

119, 12c Every 15 Minutes

Data Source

This metric is calculated using the data from the GV$ASM_DISKGROUP_STAT and
GV3$ASM_DISK_STAT views.

User Action

No user action is required.

Instance Disk Group Performance

Bytes Read

The metrics in the Instance Disk Group Performance metric category indicate the
performance of the disk group present in an ASM instance. These metrics report the
disk group performance parameters for all of the disk groups in an ASM Instance.

The metrics are collected at the cluster level if the target is Cluster ASM. Otherwise,
they are collected at the instance level as a part of ASM target type metrics.

This metric reports the total number of bytes read from the disk.

Target Version Collection Frequency

119, 12c Every 15 Minutes

Data Source

This metric is calculated using the data from the GV$ASM_DISKGROUP_STAT and
GVS$ASM_DISK_STAT views.

User Action

No user action is required.

Bytes Written

ORACLE

This metric reports the total number of bytes written to the disks in the disk group.

Target Version Collection Frequency

11g12c Every 15 Minutes

Data Source
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This metric is calculated using the data from the GV$ASM_DISKGROUP_STAT and
GV3$ASM_DISK_STAT views.

User Action

No user action is required.

Read Time (MS)

Reads

This metric shows the total I/0 time (in seconds) for read requests for the disks in the
disk group if the TIMED_STATISTICS initialization parameter is set to true, or O if set
to false.

Target Version Collection Frequency

11gR2, 12¢ Every 15 Minutes

Data Source

This metric is calculated using the data from the GV$ASM_DISKGROUP_STAT and
GV$ASM_DISK_STAT views.

User Action

No user action is required.

This metric shows the total number of 1/O read requests for the disks in the disk group.

Target Version Collection Frequency

119, 12c Every 15 Minutes

Data Source

This metric is calculated using the data from the GV$ASM_DISKGROUP_STAT and
GVS$ASM_DISK_STAT views.

User Action

No user action is required.

Write Time (MS)

ORACLE

This metric shows the total I/0 time (in seconds) for write requests for the disks in the
disk group if the TIMED_STATISTICS initialization parameter is set to true, or O if set
to false.

Target Version Collection Frequency

11g, 12c Every 15 Minutes

Data Source

This metric is calculated using the data from the GV$ASM_DISKGROUP_STAT and
GV$ASM_DISK_STAT views.
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User Action

No user action is required.

This metric shows the total number of 1/O write requests for the disks in the disk group.

Target Version Collection Frequency

11g, 12c Every 15 Minutes

Data Source

This metric is calculated using the data from the GV$ASM_DISKGROUP_STAT and
GVS$ASM_DISK_STAT views.

User Action

No user action is required.

Offline Disk Count

The metrics in the Offline Disk Count metric category report the number of disks with
the mode status offline. The metrics are collected at the cluster level if the target is
Cluster ASM. Otherwise, they are collected at the instance level as a part of the ASM
target type metrics.

You can change the time limit and threshold limit.

Offline Disk Count

This metric provides the number of disks with mode status offline. A critical alert is
generated if the offline disk count changes or any of the disks go offline.

You can change the time limit and threshold limit as required.

Target Evaluation and Default Default Alert Text
Version Collection Frequency Warning Critical
Threshold Threshold
All Every 15 Minutes Not Defined 0 %offline_count% disks are offline.
Versions

ORACLE

Data Source

This metric is collected with the help of Disk Status metric which in turn collects data
from the GV$ASM_DISKGROUP and GV$ASM_DISK views for 10g Release 1 and
the GV$ASM_DISKGROUP_STAT and GV$ASM_DISK_STAT views for 10g Release
2.

User Action

Try to bring the disk online. Currently Enterprise Manager does not support this
administration feature so it needs to be done manually.
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The Response metric category for Cluster ASM is a repository side metric. It displays
whether Cluster ASM is up or down. A Cluster ASM is considered up if any one of the
member instances is up and reachable. The check is performed every 5 minutes on
each member instance. If the connection is successful on any instance, the status of
Cluster ASM is updated as up.

This metric shows the status of the Cluster ASM instance. It displays whether the
instance is up or down. This check is performed every five minutes and returns the
status of the connection as successful or it displays the ORA error for connection
failure. An alert is generated for an individual ASM instance that is down.

Target Evaluation and Default Default Critical Alert Text
Version Collection Frequency Warning Threshold
Threshold
All Every 5 Minutes Not Defined 0 Failed to connect to ASM instance
Versions Y%oraerr%.

Data Source

You can establish a connection to the ASM instance with instance properties, and if
the connection succeeds then the status is shown as Up, otherwise is displays as
Down. It may also display as Down if there is an error in the metric collection.

User Action
Perform one of the following:

» Check that the configuration property saved for the ASM instance is correct.

* Ifit displays as Down, the ASM instance is down. Try to reestablish the connection
using the startup/shutdown feature using the Enterprise Manager application.
Alternately, you can restart the application manually.

Sparse Disk Group Usage

This metric category uploads the following metrics: physical usage, physical used
percentage, and physical free of sparse disk groups.

This metric category is enabled when ASM stores on Oracle Exdata. It is not
applicable for any other systems.

Disk Group Physical Free (MB)

ORACLE

This metric provides the physical free size in MB of the sparse disk group.
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Sparse Disks
Target Evaluation Default Warning Default Critical  Alert Text
Version and Collection Threshold Threshold
Frequency
12cR2 Every 30 Minutes Not Defined Not Defined Physical free size for Sparse Disk
and later Group %dg_name% has fallen to
%value% (MB).

Data Source
v$asm_diskgroup_sparse, vdasm_diskgroup_stat
User Action

Add disks.

Disk Group Physical Used (%)

This metric provides the physical used percentage of the sparse disk groups.

Target Evaluation Default Warning Default Critical  Alert Text
Version and Collection Threshold Threshold
Frequency
12cR2 Every 30 Minutes 75 90 Sparse Disk Group %dg_name% is
and later %value%%% used.

Data Source
v$asm_diskgroup_sparse, v$asm_diskgroup_stat
User Action

Add disks.

Physical Size (MB)

This metric provides the size of physical usage in MB of the sparse disk groups.

Target Version Collection Frequency

12cR2 and later Every 30 Minutes

Sparse Disks

This configuration metrics group collects information related to physical size of the grid
disks. The default collection time is every 24 hours.

Disks

This metric indicates the name of the disk.
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Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold

Frequency
12cand Every 24 hours Not defined Not defined Not applicable
later

Disk Group

This metric indicates the name of the disk group to which the disk belongs.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold

Frequency
12cand Every 24 hours Not defined Not defined Not applicable
later

Physical Size (MB)

This metric indicates the physical size of the sparse disk group that has been used.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold

Frequency
12c and Every 30 minutes Not defined Not defined Not applicable
later

Quota Group Usage

This metrics collects information related to quota group usage. The default collection
time is every 30 minutes.

Quota Limit (MB)

This metric indicates the quota limit that the file group inside this quota group can add

up to.
Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold

Frequency

13c and Every 30 minutes Not defined Not defined Not applicable
later

Data Source

v$asm_quotagroup.quota_limit_mb

ORACLE
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Quota Limit Used (MB)

This metric indicates the current space in MB that has been allocated to the client.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold

Frequency
13c and Every 30 minutes Not defined Not defined Not applicable

later

Data Source

v$asm_guotagroup.quota_limit_mb

Quota Limit Used (%)

This metric indicates the percentage of quota limit that has been currently allocated.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
13cand Every 30 minutes 75% 90% Quota for quota group %qg_name% is
later %value%%% used.

Data Source

v$asm_quotagroup.quota_limit_mb and v$asm_quotagroup.used_quota_mb
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Automatic Storage Management

Alert Log

This chapter provides information about the Automatic Storage Management (ASM)
metrics.

The metrics in this category signify that the ASM target being monitored has generated
errors to the ALERT log file since the last sample time. The ALERT log file is a special
trace file containing a chronological log of messages and errors.

Critical Alerts are generated for different type of failure, for example, when archiver
hung, data block corrupted and Media failure are found in the alert log with the
following error code (ORA-00257, 16038, 01157,01578,27048). The metric shows you
the line number and time when the error occurred.

Warning alerts are also generated when Session Terminated Error Stack (ORA-
00603) are present in the alert log. Many other critical alerts also occur when the
Ora-15130 (Disk Group is being dismounted), Ora-15050 (Disk contains errors) and
Ora-15051 (File contains errors) are present in alert log.

You can edit the metric threshold and change the value of error you want to collect
under a different head. Also, you can modify the warning and critical alert values.

This metric is collected at a time interval of 15 minutes. You can change the threshold
limit as per your requirements.

Alert Log Error Stack

This metric contains the information about different ORA- errors present in the alert
log file. It ignores error patterns like ORA-0*(54|1142|1146) present in the alert log file
and generate a warning alert when ORA-0*600x, ORA-07445, ORA-04 [0-9][0-9][0-9])
[*0-9] errors are present.

Edit the metric threshold and change the value of the ORA- error to generate the
warning and critical alert for a different set of ORA- errors.

Target Evaluation and Default Warning Default Alert Text
Version Collection Frequency Threshold Critical
Threshold
10g, 11g, Every 5 Minutes ORA-0*(6007?| Not Defined ORA-error stack (%errCodes%) logged in
12c 7445]4[0-9][0-9] %alertLogName%.
[0-9])["0-9]

ORACLE

Multiple Thresholds

For this metric column you can set different warning and critical threshold values for
each for each Timestamp/LineNumber object.
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If warning or critical threshold values are currently set for any Timestamp/LineNumber
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Timestamp/
LineNumber object, use the Edit Thresholds page.

Data Source

The data comes from Alert Log Files. It is collected using the perl

script SORACLE_HOME/sysman/admin/scripts/alertlog.pl where $ORACLE_HOME
refers to the home of the Oracle Management Agent. The alert log file is scanned
for the ORA- errors ignoring the patterns like ORA-0*(54|1142|1146).

User Action

Examine the ALERT log for additional information.

Alert Log Error Stack Trace File Name

This metric provides information about the trace file name in which ORA- errors are
present. It provides the detail of the trace file name and the line at which the error has

occurred.
Target Version Evaluation and Collection Frequency
10g, 119, 12c Every 5 Minutes

Data Source

The data comes from the Alert Log files. It is collected using the perl
script SORACLE_HOME/sysman/admin/scripts/alertlog.pl where $ORACLE_HOME
refers to the home of the Oracle Management Agent.

User Action

No user action is required.

Alert Log Name

This metric provides information about the alert log file in which ORA- errors are
present. It displays the file name and the line at which the error has occurred.

Target Version Evaluation and Collection Frequency
10g, 119, 12c Every 5 Minutes

Data Source

The data comes from Alert Log Files. It is collected using the perl
script SORACLE_HOME/sysman/admin/scripts/alertlog.pl where $ORACLE_HOME
refers to the home of the Oracle Management Agent.

User Action

Examine the ALERT log for additional information.
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Archive Hung Error Stack

This metric contains the information about different ORA- errors, which indicate the
presence of Archive Hung in the alert log files. The errors ORA-00257 and ORA-16038
in the alert log indicates an archive-hung problem. This also generates a critical alert
when these problems are found in alert logs.

You can edit the metric threshold and change the value of the error you want to collect
under a different head. Also, the warning and critical alert values can be modified or

set.
Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
10g, 11g, Every 5 Minutes Not Defined ORA- The archiver hung at time/line
12c number:%timeLine%.
Multiple Thresholds

For this metric column you can set different warning and critical threshold values for
each for each Timestamp/LineNumber object.

If warning or critical threshold values are currently set for any Timestamp/LineNumber
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Timestamp/
LineNumber object, use the Edit Thresholds page.

Data Source

The data comes from Alert Log Files. It is collected using the perl

script SORACLE_HOME/sysman/admin/scripts/alertlog.pl where $ORACLE_HOME
refers to the home of the Oracle Management Agent. Alert log file is scanned for
the ORA-00257 and ORA-16038 error.

User Action

Examine the ALERT log for additional information.

Data Block Corruption Error Stack

This metric contains the information about different ORA- errors, which indicate the
presence of Data Block Corruption errors in the alert log files. The errors ORA-
01157, ORA-01578, and ORA-27048 in the alert log indicates Data Block Corruption
problems. This also generates a critical alert when these problems are found in alert
logs.

You can edit the metric threshold and change the value of the error you want to collect
under a different head. Also, the warning and critical alert values can be modified or
set.
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Target Evaluation Default Default Alert Text
Version and Collection Warning Critical
Frequency Threshold Threshold
10g, 11g, Every 5 Minutes Not Defined ORA- The data block was corrupted at time/line

12c

number: %timeLine%.

Multiple Thresholds

For this metric column you can set different warning and critical threshold values for
each for each Timestamp/LineNumber object.

If warning or critical threshold values are currently set for any Timestamp/LineNumber
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Timestamp/
LineNumber object, use the Edit Thresholds page.

Data Source

The data comes from Alert Log Files. It is collected using the perl

script SORACLE_HOME/sysman/admin/scripts/alertlog.pl where $ORACLE_HOME
refers to the home of the Oracle Management Agent. Alert log file is scanned for
the ORA- 01157, ORA-01578, and ORA-27048 error.

User Action

Examine the ALERT log for additional information.

Media Failure Error Stack

This metric contains the information about different ORA- errors, which indicate

the presence of Media Failure Errors in the alert log files. The errors ORA-
15130,0RA-15049, ORA-15050 and ORA-15051 in the alert log indicates Media
Failure Error problems. This generates a critical alert when these problems are found
in alert logs.

You can edit the metric threshold and change the value of the error you want to collect
under a different head. You can also set or modify the warning and critical alert values.

Target Evaluation Default Default Alert Text
Version and Collection Warning Critical
Frequency Threshold Threshold
10g, 11g, Every 5 Minutes Not Defined ORA- Media failure was detected at time/line
12c number: %timeLine%.

ORACLE

Multiple Thresholds

For this metric column you can set different warning and critical threshold values for
each for each Timestamp/LineNumber object.

If warning or critical threshold values are currently set for any Timestamp/LineNumber
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Timestamp/
LineNumber object, use the Edit Thresholds page.
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Data Source

The data comes from Alert Log Files. It is collected using the perl

script SORACLE_HOME/sysman/admin/scripts/alertlog.pl where $ORACLE_HOME
refers to the home of the Oracle Management Agent. Alert log file is scanned for
the ORA- 15130,0RA-15049, ORA-15050and ORA-15051 error.

User Action

Examine the ALERT log for additional information.

Session Terminated Error Stack

This metric contains the information about different ORA- errors, which indicate the
presence of Session Terminated problems in the alert log files. The ORA- 00603 error
in the alert log indicates Session Terminated problems. This also generates a warning
alert when these problems are found in alert logs.

You can edit the metric threshold and change the value of the error you want to collect
under a different head. Also, the warning and critical alert values can be modified or
set.

Target Evaluation and Default Warning Default Critical Alert Text

Version Collection Frequency Threshold Threshold

10g, 11g, Every 5 Minutes ORA- Not Defined A session was terminated at time/line
12c number: %timeLine%.

Multiple Thresholds

For this metric column you can set different warning and critical threshold values for
each for each Timestamp/LineNumber object.

If warning or critical threshold values are currently set for any Timestamp/LineNumber
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Timestamp/
LineNumber object, use the Edit Thresholds page.

Data Source

The data comes from Alert Log Files. It is collected using the perl

script SORACLE_HOME/sysman/admin/scripts/alertlog.pl where $ORACLE_HOME
refers to the home of the Oracle Management Agent. The alert log file is scanned
for the ORA- 00603 error.

User Action

Examine the ALERT log for additional information.

Alert Log Error Status

ORACLE

The metrics in this category display the number of times an Alert has been generated
for the Alert log metric. It provides information about the current status of different
errors present in the alert log file.

This Metric is part of 10g Release 2 and generates a warning alert with any
occurrence of ORA- Error [excluding ORA-0*(54|1142|1146)]. It also generates a
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Warning alert when it detects an Archiver Hung Error, Data Block Corruption Error,
Media Failure Error and Session Terminated Error.

This metric is collected with the help Alert Log Metric, and the time interval for
collection 5 Minutes. You can change the threshold limit count for the Warning alert
and critical alert as required.

Archiver Hung Alert Log Error Status

This metric signifies the number of times the Archiver Hung error (ORA-00257 and
ORA-16038) has been generated in the Alert log metric. It gives you an idea about
the current status of the Archiver Hung error present in the alert log file. This also
generates a warning alert when this count is greater than zero.

You can edit the metric threshold and change the value of the error you want to collect
under a different head. You can also set or modify the warning and critical alert values.

Target Evaluation and Default Warning Default Critical Alert Text

Version Collection Frequency Threshold Threshold

10g, 11g, Every 5 Minutes 0 Not Defined Archiver hung errors have been found in
12c the alert log.

Data Source
This metric is calculated based on the Archive Hung Error Stack Metric rollup.
User Action

Examine the ALERT log for additional information. Note: This event does not
automatically clear because there is no automatic way of determining when the
problem has been resolved. Therefore, you need to manually clear the event after
the problem is fixed.

Data Block Corruption Alert Log Error Status

This metric signifies the number of times the Data Block Corruption error (ORA- 01157,
ORA-01578, and ORA-27048) has been generated in the Alert log metric. It gives you
an idea about the current status of Data Block Corruption errors present in the alert log
file. This also generates a warning alert when this count is greater than zero.

You can edit the metric threshold and change the value of the error you want to collect
under a different head. You can also set or modify the warning and critical alert values.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
10g, 11g, Every 5 Minutes 0 Not Defined Data block corruption errors have been
12¢ found in the alert log.

Data Source
This metric is calculated based on the Data Block Corruption Error Stack Metric rollup.

User Action
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Examine the ALERT log for additional information. Note: This event does not
automatically clear because there is no automatic way of determining when the
problem has been resolved. Therefore, you need to manually clear the event after
the problem is fixed.

Generic Alert Log Error Status

This metric signifies the number of times the Generic Alert error (ORA-0*600x,
ORA-07445, ORA-04 [0-9][0-9][0-9])["0-9]) has been generated in the Alert log metric.
It gives you an idea about the current status of the Generic Alert (ORA-) error present
in the alert log file. This also generates a warning alert when this count is greater than
zero.

You can edit the metric threshold and change the value of the error if you want to
collect data under a different heading. You can also set or modify the warning alert and
critical alert values.

Target Evaluation and Default Default Alert Text
Version Collection Frequency Warning Critical
Threshold Threshold
10g, 11g, Every 5 Minutes 0 Not Defined %value% distinct types of ORA- errors
12c¢ have been found in the alert log.

Data Source
This metric is calculated based on the Generic Alert Error Stack Metric rollup.
User Action

Examine the ALERT log for additional information.

Media Failure Alert Log Error Status

This metric signifies the number of times the Media Failure Alert error (ORA-
15130,0RA-15049, ORA-15050and ORA-15051) has been generated in the Alert log
metric. It gives the user an idea about the current status of Media Failure Alert (ORA-)
error present in the alert log file. This also generates a warning alert when this count is
greater than zero.

You can edit the metric threshold and change the value of the error you want to collect
under a different head. You can also set or modify the warning and critical alert values.

Target Evaluation Default Default Alert Text
Version and Collection Warning Critical
Frequency Threshold Threshold
10g, 11g, Every 5 Minutes 0 Not Defined Media failure errors have been found in the
12c alert log.
Data Source
This metric is calculated based on the Media Failure Alert Error Stack Metric rollup.
User Action
ORACLE 5.7
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Examine the ALERT log for additional information. Note: This event does not
automatically clear because there is no automatic way of determining when the
problem has been resolved. Therefore, you need to manually clear the event after
the problem is fixed.

Session Terminated Alert Log Error Status

This metric signifies the number of times the Session Terminated Alert error (ORA-
00603) has been generated in the Alert log metric. It gives you an idea about the
current status of Session Terminated Alert (ORA-) error present in the alert log file.
This also generates a warning alert when this count is greater than zero.

You can edit the metric threshold and change the value of the error you want to collect
under a different head. You can also set or modify the warning and critical alert values.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
10g, 11g, Every 5 Minutes 0 Not Defined Session terminations have been found in
12c the alert log.

Data Source

This metric is calculated based on the Session Terminated Alert Error Stack Metric
rollup.

User Action

Examine the ALERT log for additional information. Note: This event does not
automatically clear because there is no automatic way of determining when the
problem has been resolved. Therefore, you need to manually clear the event after
the problem is fixed.

ASM Alert Log

ORACLE

The metrics in this category signify that the ASM target being monitored has generated
errors to the ALERT log file since the last sample time. The ALERT log file is a special
trace file containing a chronological log of messages and errors.

Critical Alerts are generated for different type of failure, for example, when archiver
hung, data block corrupted and Media failure are found in the alert log with the
following error code (ORA-00257, 16038, 01157,01578,27048). The metric shows you
the line number and time when the error occurred.

Warning alerts are also generated when Session Terminated Error Stack (ORA-
00603) are present in the alert log. Many other critical alerts also occur when the
Ora-15130 (Disk Group is being dismounted), Ora-15050 (Disk contains errors) and
Ora-15051 (File contains errors) are present in alert log.

You can edit the metric threshold and change the value of error you want to collect
under a different head. Also, you can modify the warning and critical alert values.

This metric is collected at a time interval of 15 minutes. You can change the threshold
limit as per your requirements.
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Alert Log Error Stack

This metric contains the information about different ORA- errors present in the alert
log file. It ignores error patterns like ORA-0*(54|1142|1146) present in the alert log file
and generate a warning alert when ORA-0*600x, ORA-07445, ORA-04 [0-9][0-9][0-9])
[*0-9] errors are present.

Edit the metric threshold and change the value of the ORA- error to generate the
warning and critical alert for a different set of ORA- errors.

Target Evaluation and Default Default Alert Text
Version Collection Frequency Warning Critical
Threshold Threshold
10g, 11g, Every 5 Minutes ORA-0*(600?|  Not Defined ORA-error stack (%errCodes%) logged in
12c 7445|4[0-9][0-9] %alertLogName%.

[0-9])["0-9]

Multiple Thresholds

For this metric column you can set different warning and critical threshold values for
each for each Timestamp/LineNumber object.

If warning or critical threshold values are currently set for any Timestamp/LineNumber
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Timestamp/
LineNumber object, use the Edit Thresholds page.

Data Source

The data comes from Alert Log Files. It is collected using the perl

script SORACLE_HOME/sysman/admin/scripts/alertlog.pl where $ORACLE_HOME
refers to the home of the Oracle Management Agent. The alert log file is scanned
for the ORA- errors ignoring the patterns like ORA-0*(54|1142|1146).

User Action

Examine the ALERT log for additional information.

Alert Log Error Stack Trace File Name

ORACLE

This metric provides information about the trace file name in which ORA- errors are
present. It provides the detail of the trace file name and the line at which the error has
occurred.

Target Version Evaluation and Collection Frequency

10g, 119, 12c Every 5 Minutes

Data Source

The data comes from the Alert Log files. It is collected using the perl
script SORACLE_HOME/sysman/admin/scripts/alertlog.pl where $ORACLE_HOME
refers to the home of the Oracle Management Agent.

User Action
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No user action is required.

Alert Log Name

This metric provides information about the alert log file in which ORA- errors are
present. It displays the file name and the line at which the error has occurred.

Target Version Evaluation and Collection Frequency

10g, 119, 12c Every 5 Minutes

Data Source

The data comes from Alert Log Files. It is collected using the perl
script SORACLE_HOME/sysman/admin/scripts/alertlog.pl where $ORACLE_HOME
refers to the home of the Oracle Management Agent.

User Action

Examine the ALERT log for additional information.

Archive Hung Error Stack

This metric contains the information about different ORA- errors, which indicate the
presence of Archive Hung in the alert log files. The errors ORA-00257 and ORA-16038
in the alert log indicates an archive-hung problem. This also generates a critical alert
when these problems are found in alert logs.

You can edit the metric threshold and change the value of the error you want to collect
under a different head. Also, the warning and critical alert values can be modified or
set.

Target Evaluation Default Default Alert Text
Version and Collection Warning Critical
Frequency Threshold Threshold
10g, 11g, Every 5 Minutes Not Defined ORA- The archiver hung at time/line
12c number:%timeLine%.

ORACLE

Multiple Thresholds

For this metric column you can set different warning and critical threshold values for
each for each Timestamp/LineNumber object.

If warning or critical threshold values are currently set for any Timestamp/LineNumber
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Timestamp/
LineNumber object, use the Edit Thresholds page.

Data Source

The data comes from Alert Log Files. It is collected using the perl

script SORACLE_HOME/sysman/admin/scripts/alertlog.pl where $ORACLE_HOME
refers to the home of the Oracle Management Agent. Alert log file is scanned for
the ORA-00257 and ORA-16038 error.

User Action
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Examine the ALERT log for additional information.

Data Block Corruption Error Stack

This metric contains the information about different ORA- errors, which indicate the
presence of Data Block Corruption errors in the alert log files. The errors ORA-
01157, ORA-01578, and ORA-27048 in the alert log indicates Data Block Corruption
problems. This also generates a critical alert when these problems are found in alert
logs.

You can edit the metric threshold and change the value of the error you want to collect
under a different head. Also, the warning and critical alert values can be modified or
set.

Target Evaluation Default Default Alert Text
Version and Collection Warning Critical
Frequency Threshold Threshold
10g, 11g, Every 5 Minutes Not Defined ORA- The data block was corrupted at time/line
12c number: %timeLine%.

Multiple Thresholds

For this metric column you can set different warning and critical threshold values for
each for each Timestamp/LineNumber object.

If warning or critical threshold values are currently set for any Timestamp/LineNumber
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Timestamp/
LineNumber object, use the Edit Thresholds page.

Data Source

The data comes from Alert Log Files. It is collected using the perl

script SORACLE_HOME/sysman/admin/scripts/alertlog.pl where $ORACLE_HOME
refers to the home of the Oracle Management Agent. Alert log file is scanned for
the ORA- 01157, ORA-01578, and ORA-27048 error.

User Action

Examine the ALERT log for additional information.

Media Failure Error Stack

ORACLE

This metric contains the information about different ORA- errors, which indicate

the presence of Media Failure Errors in the alert log files. The errors ORA-
15130,0RA-15049, ORA-15050 and ORA-15051 in the alert log indicates Media
Failure Error problems. This generates a critical alert when these problems are found
in alert logs.

You can edit the metric threshold and change the value of the error you want to collect
under a different head. You can also set or modify the warning and critical alert values.
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ASM Alert Log
Target Evaluation Default Default Alert Text
Version and Collection Warning Critical
Frequency Threshold Threshold
10g, 11g, Every 5 Minutes Not Defined ORA- Media failure was detected at time/line

12c

number: %timeLine%.

Multiple Thresholds

For this metric column you can set different warning and critical threshold values for
each for each Timestamp/LineNumber object.

If warning or critical threshold values are currently set for any Timestamp/LineNumber
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Timestamp/
LineNumber object, use the Edit Thresholds page.

Data Source

The data comes from Alert Log Files. It is collected using the perl

script SORACLE_HOME/sysman/admin/scripts/alertlog.pl where $ORACLE_HOME
refers to the home of the Oracle Management Agent. Alert log file is scanned for
the ORA- 15130,0RA-15049, ORA-15050and ORA-15051 error.

User Action

Examine the ALERT log for additional information.

Session Terminated Error Stack

This metric contains the information about different ORA- errors, which indicate the
presence of Session Terminated problems in the alert log files. The ORA- 00603 error
in the alert log indicates Session Terminated problems. This also generates a warning
alert when these problems are found in alert logs.

You can edit the metric threshold and change the value of the error you want to collect
under a different head. Also, the warning and critical alert values can be modified or
set.

Target Evaluation Default Default Alert Text
Version and Collection Warning Critical
Frequency Threshold Threshold
10g, 11g, Every 5 Minutes ORA- Not Defined A session was terminated at time/line number:
12c %timeLine%.

ORACLE

Multiple Thresholds

For this metric column you can set different warning and critical threshold values for
each for each Timestamp/LineNumber object.

If warning or critical threshold values are currently set for any Timestamp/LineNumber
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Timestamp/
LineNumber object, use the Edit Thresholds page.
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Data Source

The data comes from Alert Log Files. It is collected using the perl

script SORACLE_HOME/sysman/admin/scripts/alertlog.pl where $ORACLE_HOME
refers to the home of the Oracle Management Agent. The alert log file is scanned
for the ORA- 00603 error.

User Action

Examine the ALERT log for additional information.

ASM Cluster File System

The metrics in the ASM Cluster File System metric category show the space used
by all of the ASM Cluster File Systems. These metrics are used to collect information
about the ASM Cluster File System space usage and are used to show the trend

of ASM Cluster File System space usage in the application. These metrics collect
information for both mounted and dismounted ASM Cluster File Systems. This
information is used to determine the following metrics for space usage: Allocated
Space (GB), Size (GB), Free (GB), Used (GB), and Used (%). These metrics

also collect information about whether the ASM Cluster File System is corrupt. For
dismounted ASM Cluster File Systems, 0 is returned for the Free (GB), Used (GB),
and Used (%) metrics.

These metrics only collect information about the ASM Cluster File System that is not
specific to a node in a cluster. They collect space usage information which is the
same across all nodes in the cluster. Information such as the state and availability of
the ASM Cluster File System can be different across the nodes in a cluster and is
collected by the ASM Cluster File System State metrics.

These metrics generate a warning alert if the ASM Cluster File System is 85% used
and a critical alert if 97% used. These metrics also generate a critical alert if the ASM
Cluster File System has sections that are corrupt.

These metrics are collected at a time interval of 30 minutes and the metrics will
be collected at the cluster level if the target is Cluster ASM otherwise they will be
collected at the instance level as a part of the ASM target type metrics. You can
change the threshold limit as required.

ASM Cluster File System Corrupt

ORACLE

This metric shows if the mounted ASM Cluster File System has sections that are
corrupt. A value of TRUE for this metric indicates that there are sections that are
corrupt and therefore the Check and Repair operation should be run on the ASM
Cluster File System to fix it. For dismounted ASM Cluster File Systems, it returns a
value of Null for this metric.

This metric generates a warning alert if the ASM Cluster File System is dismounted on
a given host. The metric also generates a critical alert if the mounted ASM Cluster File
System is not available on a host.

This metric is collected at a time interval of 30 minutes. You can change the threshold
limit as required.

This metric is collected with the help of a SQL query which queries the
V$ASM_FILESYSTEM, V$ASM_VOLUME, V$ASM_ACFSVOLUMES views.
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Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
11gR2, Every 30 Minutes Not Defined TRUE The ASM Cluster File System using
12¢ volume device %ofs_volume_device%

has sections that are corrupt. Run check
and repair operation on the file system
to fix the issue.

Multiple Thresholds

For this metric column you can set different warning and critical threshold values for
each unique combination of volume device and disk group objects.

If warning or critical threshold values are currently set for any unique combination of
volume device and disk group objects, those thresholds can be viewed on the Metric
Detail page for this metric.

To specify or change warning or critical threshold values for each unique combination
of volume device and disk group objects, use the Edit Thresholds page.

Data Source

This metric is collected from the column CORRUPT in the V$ASM_FILESYSTEM view
for mounted ASM Cluster File Systems. For Dismounted File Systems, a value of Null
is returned for this metric.

User Action

Run Check and Repair on the ASM Cluster File System to fix the corrupted sections.

ASM Cluster File System Used (%)

This metric shows the percent of the ASM cluster file system that is used.

Target Evaluation Default Warning Default Alert Text
Version and Collection Threshold Critical
Frequency Threshold
11gR2, Every 30 Minutes Not Defined TRUE The ASM Cluster File System using
12cR1 volume device %ofs_volume_device% is

%ofs_used_pct%%% full. Resize the file
system to add more space.

ORACLE

Multiple Thresholds

For this metric column you can set different warning and critical threshold values for
each unique combination of volume device and disk group objects.

If warning or critical threshold values are currently set for any unique combination of
volume device and disk group objects, those thresholds can be viewed on the Metric
Detall page for this metric.

To specify or change warning or critical threshold values for each unique combination
of volume device and disk group objects, use the Edit Thresholds page.
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Allocated Space (GB)

Free (GB)

Size (GB)

ORACLE

This metric shows the space allocated from the disk group for this ASM Cluster File
System in GB.

Target Version Collection Frequency

11gR2, 12c Every 30 Minutes

Data Source
This metric is collected from the column SPACE in the VSASM_FILE view.
User Action

No user action is required.

This metric shows the unused capacity of the ASM Cluster File System in gigabytes.
It gives an indication of the free space available in the ASM Cluster File System. For
dismounted ASM Cluster File Systems, a value of 0 is returned for this metric.

Target Version Collection Frequency

11gR2, 12c Every 30 Minutes

Data Source

This metric is collected from the column TOTAL_FREE in the V$ASM_FILESYSTEM
view. For dismounted ASM Cluster File Systems, a value of 0 is returned.

User Action

Consider resizing the ASM Cluster File System if there is not enough Free Space
available.

This metric shows the size in GB of the ASM Cluster File System.

Target Version Collection Frequency

11gR2, 12c Every 30 Minutes

Data Source

This metric is collected from the column TOTAL_SIZE in the VSASM_FILESYSTEM
view for mounted file systems and from the column SIZE_MB in the view
V$ASM_VOLUME for dismounted file systems.

User Action

Consider resizing the ASM Cluster File System to add space.
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Snapshot Space Used (MB)

Used (GB)

Used (MB)

ORACLE

This metric shows the percentage of snapshot space that is used on the ASM Cluster
File System. For dismounted ASM Cluster File Systems, a value of 0 is returned for
this metric.

Target Version Collection Frequency

11gR2, 12c Every 30 Minutes

This metric shows the space in GB that is used on the mounted ASM Cluster File
System. For dismounted ASM Cluster File Systems, a value of 0 is returned for this
metric.

Target Version Collection Frequency

11gR2, 12¢ Every 30 Minutes

Data Source

This metric is calculated from the columns TOTAL_SIZE and TOTAL_FREE in the
V$ASM_FILESYSTEM view. This metric is calculated using the following formula:

TOTAL_SI ZE - TOTAL_FREE
For dismounted ASM Cluster File Systems, a value of 0 is returned for this metric.
User Action

Consider resizing the ASM Cluster File System to add more space.

This metric shows the space in MB that is used on the mounted ASM Cluster File
System. For dismounted ASM Cluster File Systems, a value of 0 is returned for this
metric.

Target Version Collection Frequency

11gR2, 12¢ Every 30 Minutes

Data Source

This metric is calculated from the columns TOTAL_SIZE and TOTAL_FREE in the
V$ASM_FILESYSTEM view. This metric is calculated using the following formula:

TOTAL_SI ZE - TOTAL_FREE

For dismounted ASM Cluster File Systems, a value of O is returned for this metric.
User Action

Consider resizing the ASM Cluster File System to add more space.
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Volume Name

This metric shows the volume name of the volume device used to create the ASM
Cluster File System.

Target Version Collection Frequency

11gR2, 12c Every 30 Minutes

Data Source

This metric is collected from the column VOLUME_NAME in the V$ASM_VOLUME
view.

User Action

No user action is required.

ASM Cluster File System State

The metrics in the ASM Cluster File System State metric category show the state of
the ASM Cluster File System, whether it is MOUNTED or DISMOUNTED on a given
host.

ASM Cluster File System Availability

This metric shows if the mounted ASM Cluster File System is available on a given host
in a cluster. For dismounted ASM Cluster File System's this metric returns a value of
NULL.

Target Evaluation Default Default Critical Alert Text
Version and Collection Warning Threshold
Frequency Threshold
11gR2, Every 15 Minutes Not Defined Not Available The ASM Cluster File System
12c %o0fs_mount_point% is not available on

host %ofs_host%

ORACLE

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
unique combination of volume device and host objects.

If warning or critical threshold values are currently set for any unique combination of
volume device and host objects, those thresholds can be viewed on the Metric Detail
page for this metric.

To specify or change warning or critical threshold values for each unique combination
of volume device and host objects, use the Edit Thresholds page.

Data Source
This metric is collected from the column STATE in the VSASM_FILESYSTEM view.

User Action
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No user action is required.

ASM Cluster File System Available Time

This metric shows the time since the mounted ASM Cluster File System has been
available on a given host in a cluster. For dismounted ASM Cluster File Systems this
metric returns a value of NULL.

Target Version Collection Frequency Alert Text

11gR2, 12c Every 15 Minutes The volume device
%volume_device% is dismounted
on host %ofs_host%

Data Source

This metric is collected from the column AVAILABLE_TIME in the
V$ASM_FILESYSTEM view.

User Action

No user action is required.

Mount Point

This metric shows the mount point of the ASM Cluster File System on a given host in
a cluster. The same ASM Cluster File System could be mounted on different mount
points, on different hosts in a cluster. For dismounted ASM Cluster File Systems it will
return NULL if the OFS has never been mounted on the host or it will return the last
mount point if it was mounted and then dismounted on the host.

Target Version Collection Frequency
11gR2, 12c Every 15 Minutes

Data Source

For mounted file systems this metric is collected from the column FS_NAME in the
V$ASM_FILESYSTEM view. For dismounted file systems this metric is collected from
the column MOUNTPATH in the V$ASM_VOLUME view.

User Action

No user action is required.

ASM Cluster File System Mount State

This metric shows the state of the ASM Cluster File Systems, whether it is mounted
or dismounted on a given host. In a cluster environment the ASM Cluster File System
could be mounted only on specific hosts.
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Target Evaluation and Default Warning Default Alert Text
Version Collection Frequency Threshold Critical
Threshold
11gR2, Every 15 Minutes Dismounted Not Defined The volume device %volume_device%
12¢ is dismounted on host %ofs_host%

Multiple Thresholds

If warning or critical threshold values are currently set for any unique combination of
volume device and host objects, those thresholds can be viewed on the Metric Detail
page for this metric.

To specify or change warning or critical threshold values for each unique combination
of volume device and host objects, use the Edit Thresholds page.

Data Source

An ASM Cluster File System is mounted if the usage of the volume_device is ACFS
and the volume_device exists in the VSASM_ACFSVOLUMES view and the mount
path exists in the VSASM_FILESYSTEM view.

An ASM Cluster File System is dismounted if the usage of the volume_device is ACFS
and the volume_device does not exist in the VSASM_ACFSVOLUMES view and the
mount path does not exist in the VSASM_FILESYSTEM view.

User Action

Mount the ASM Cluster File System on the given host in the cluster.

ASM File Group

The metrics in this configuration metrics category collects information related file
groups in a flex disk group. The default collection time is every 24 hours.

File Group

This metric indicates the name of the file group.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold

Frequency
13c and Every 24 hours Not defined Not defined Not applicable
later

Data Source

The source of this metric is the véasm_filegroup.name view.

Disk Group

This metric indicates the name of the disk group to which the file group belongs.
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Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold

Frequency
13cand Every 24 hours Not defined Not defined Not applicable
later

Data Source

The source of this metric is the v$asm_diskgroup.name view.

Quota Group

This metric indicates the name of the quota group to which the file group belongs.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold

Frequency
13c and Every 24 hours Not defined Not defined Not applicable
later

Data Source

The source of this metric is the véasm_quotagroup.name view.

Client Type

This metric indicates the type of the client. For example, Database, Cluster or

Volumes.
Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
13c and Every 24 hours Not defined Not defined Not applicable
later
Data Source
The source of this metric is the vdasm_filegroup.client_type view.
Client Name
This metric indicates the name of the client whose files are grouped together to form
this file group.
Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
13c and Every 24 hours Not defined Not defined Not applicable
later

Data Source
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The source of this metric is the vdasm_filegroup.client_name view.

ASM Volumes

The metrics in the ASM Volumes metric category show information about the volumes
created on a disk group. An ASM volume file is a file created on the disk group

to provide storage for an ASM Cluster File System or a third-party file system. This

is used to determine the following metrics for ASM volumes: Volume Name, Status,
Usage, Mount Point, Size (GB), Allocated Space (GB), and Redundancy.

These metrics are collected with the help of the VSASM_VOLUME and
GV$ASM_DISKGROUP views. The metrics are collected at the cluster level if the
target is Cluster ASM. Otherwise, they are collected at the instance level as a part of
ASM target type metrics.

Allocated Space (GB)

This metric shows the space in MB allocated to the ASM Cluster File System on a
given host in a cluster.

Target Version Collection Frequency
11gR2, 12c Every 24 hours
Data Source

The source of this metric is the MOUNTPATH column in the VSASM_VOLUME view.
User Action

No user action is required.

Redundancy

Size (GB)

ORACLE

This metric returns the redundancy for the ASM volume file. The ASM volume file
can use whatever redundancy (external, normal=2-way mirror, high=3-way mirror) is
available to the ASM disk group where the ASM volume file is created.

Target Version Collection Frequency

11gR2, 12c Every 24 hours

Data Source
The source of this metric is the REDUNDANCY column in the VSASM_VOLUME view.
User Action

No user action is required.

This metric returns the size of the ASM volume in GB. The volume size is always
created in multiples of the volume allocation unit.
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Target Version Collection Frequency
11gR2, 12¢ Every 24 hours

Data Source
The source of this metric is the column SIZE_MB from the VSASM_VOLUME view.
User Action

No user action is required.

Usage
This metric returns a string indicating what the ASM volume is used for: ACFS, EXT3,
null. A value of null means that the usage of the volume is Unknown.
Target Version Collection Frequency
11gR2, 12c Every 24 hours
Data Source
This metric returns a string indicating what the ASM volume is used for: ACFS, EXT3,
null. A value of null means the usage of the volume is Unknown.
User Action
No user action is required.
Volume Name

This metric returns the name of the ASM volume. This is the name entered when the
user creates the ASM volume on the disk group.

Target Version Collection Frequency

11gR2, 12¢ Every 24 hours

Data Source

The source of this metric is the VOLUME_NAME column in the V$ASM_VOLUME
view.

User Action

No user action is required.

Database Disk Group Usage

ORACLE

The metrics in this category show the detail of the disk group space used by a
database. With the help of this metric, you can know the space used in a disk group by
different database instances. The metrics will be collected at cluster level if the target
is Cluster ASM else they will be collected at instance level as a part of Automatic
Storage Management target type metrics.
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This metric shows the total bytes of the disk group space used by a database. With the
help of this metric one can know the space used in a disk group by different database
instance.

Target Version Collection Frequency

10g, 119, 12cR1 Every 15 Minutes

Data Source

This metric is calculated by taking the space used by a file using the V$ASM_FILE
view and joining it with the VSASM_ALIAS and V$SASM_DISKGROUP views for
10g Release 1 and the VSASM_ALIAS, V$ASM_DISKGROUP_STAT views for 10g
Release 2 to get the disk group space used by a database instance.

User Action

No user action is required.

Database Sparse Disk Group Usage

This metric category uploads the physical usage of sparse disk groups by snap cloned
databases.

This metric category is enabled when ASM stores on Oracle Exdata. It is not
applicable for any other systems.

Database Name

This metric provides the name of the database.

Target Version Collection Frequency

12cR2 Every 24 Hours

Data Source

v$asm_diskgroup, vdasm_alias

Disk Group Name

ORACLE

This metric provides the sparse disk group name.

Target Version Collection Frequency

12cR2 Every 24 Hours

Data Source

v$asm_diskgroup, vdasm_alias
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Total Physical Bytes

This metric provides the total number of physical bytes allocated to the database.

Target Version Collection Frequency

12cR2 Every 24 Hours

Data Source

v$asm_diskgroup, véasm_alias

Disk Group Imbalance Status

The metrics in the Disk Group Imbalance Status metric category check if any disk
groups are out of balance. Under normal operations, ASM automatically rebalances
disk groups. These metrics detect conditions where manual rebalances may be
required or the power level of a rebalance in progress may need to be raised to give

it the necessary resources to complete faster. The metrics are collected at the cluster
level if the target is Cluster ASM. Otherwise, they are collected at the instance level as
a part of ASM target type metrics.

Actual Imbalance (%)

Actual Imbalance (%) measures the difference in space allocated to the fullest and
emptiest disks in the disk group. The comparison is in percent full because ASM tries
to keep all disks equally full as a percent of their size. The imbalance is relative to
the space allocated not the space available. An imbalance of a couple percent is
reasonable.

Target Version Collection Frequency
10gR2, 11g, 12¢ Every 15 minutes
Data Source

This metric is calculated using the following formula:
100 * (max((total _mb - free_nmb) / total _nb) - min((total _nb - free_nb)

| total _mb)) / max((total _nb - free_nb) / total _nb)
where total _nmb and free_nb are colums in V$ASM DI SK_STAT

User Action

An imbalance of more than a couple percent may signal the need to initiate a manual
rebalance of the disk group.

Actual Minimum Percent Free

ORACLE

The Actual Minimum Percent Free metric lists the amount of free disk space on

the fullest disk as a percentage of the disk size. If the imbalance is zero, then this
represents the total free space. Because all allocations are performed evenly across
all disks, the minimum free space limits how much space can be used.
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If one disk has only one percent free, then only one percent of the space in the disk
group is really available for allocation, even if the rest of the disks are only half full.

Target Version Collection Frequency

10gR2, 1149, 12¢ Every 15 minutes

Data Source

The metric is calculated as 100 * (min(FREE_MB / TOTAL_MB)), where FREE_MB
and TOTAL_MB are columns in the $ASM_DISK_STAT view.

User Action

If the actual minimum percent free is a low number, a configuration change may be
required to provide an even distribution of file extents and space usage across all
disks in a disk group.

The Disk Count metric reports the number of disks in the disk group which gives a
sense of how widely files can be spread.

Target Version Collection Frequency

10gR2, 11g, 12c Every 15 minutes

Data Source

Disk count is calculated using count(*) on all disks (V$ASM_DISK_STAT) in a disk
group (V$ASM_DISKGROUP_STAT).

User Action

No user action is required.

Disk Group Percent Imbalance

The Disk Group Percent Imbalance (metric is used to determine if a disk group
requires rebalance. Temporary imbalances (caused by a rebalance in progress) are
ignored.

Target  Evaluation Default Default Critical Alert Text
Version and Collection Warning Threshold
Frequency Threshold
10gR2, Every 15 Minutes 10 Not Defined Disk Group %diskGroup% requires
119, 12c rebalance because the space usage

imbalance between disks is high.

ORACLE

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each disk
group object.

If warning or critical threshold values are currently set for any disk group object, those
thresholds can be viewed on the Metric Detail page for this metric.
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To specify or change warning or critical threshold values for each disk group object,
use the Edit Thresholds page.

Data Source

If a rebalance operation is not in progress, the value of the Disk Group Imbalance (%)
without Rebalance metric is the same value as the value of the Actual Imbalance (%)
metric, otherwise the value is 0.

User Action

A warning alert is generated if the value of the Disk Group Imbalance (%) without
Rebalance metric is greater than or equal to 10%. In this case, a rebalance is
necessary because the space usage imbalance between disks is high. You should
manually initiate a rebalance operation.

Disk Maximum Used (%) with Rebalance

The Disk Maximum Used (%) with Rebalance metric is used to determine if a
rebalance in progress needs a power boost to complete in a timely manner and
prevent other errors from occurring due to space constraints.

Target Evaluation Default Warning  Default Alert Text
Version and Collection Threshold Critical
Frequency Threshold
10gR2, Every 15 Minutes Not Defined 95 Increase the rebalance power for Disk
119, 12c Group %diskGroup% because at least

one disk is critically low on space.

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each disk
group object.

If warning or critical threshold values are currently set for any disk group object, those
thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each disk group object,
use the Edit Thresholds page.

Data Source

If a rebalance is in progress and the power value is greater than 0, then the value
of the Disk Maximum Used (%) with Rebalance metric is calculated as (100 - Actual
Minimum Percent Free), otherwise the value is 0.

User Action

A critical alert is generated if the value of the Disk Maximum Used (%) with Rebalance
metric is greater than or equal to 95%. In this case the rebalance power for the disk
group must be increased because at least one disk is critically low on space. Increase
the rebalance power (maximum power level is 11).
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Disk Minimum Free (%) without Rebalance

The Disk Minimum Free (%) without Rebalance metric is used to determine if a disk
group requires rebalance. Temporary imbalances (caused by a rebalance in progress)

are ignored.
Target Evaluation and Default Default Alert Text
Version Collection Frequency Warning Critical
Threshold Threshold
10gR2, Every 15 Minutes 20 10 Disk Group %diskGroup% requires
119, 12c rebalance because at least one disk is low

on space.

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each disk
group object.

If warning or critical threshold values are currently set for any disk group object, those
thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each disk group object,
use the Edit Thresholds page.

Data Source

If a rebalance operation is not in progress, the value of the Disk Minimum Free (%)
without Rebalance metric is the same as the value of the Actual Minimum Percent
Free metric, otherwise the value is 100.

User Action

A warning alert will be generated if Disk Minimum Free (%) without Rebalance is less
than or equal to 20%. In this case a rebalance is necessary because at least one disk
is low on space. You should manually initiate a rebalance operation.

Rebalance In Progress

The Rebalance In Progress metric returns Yes if a rebalance operation is in progress,
No otherwise.

Target Version Collection Frequency
10gR2, 119, 12c Every 15 Minutes

Data Source

The value of the Rebalance In Progress metric is retrieved from the operation column
of the VSASM_OPERATION.view

User Action

No user action is required.
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Resync In Progress

The Resync In Progress metric returns Yes if a resync operation is in progress, No

otherwise.
Target Version Collection Frequency
10gR2, 11g, 12¢c Every 15 Minutes

Disk Group Status

This configuration metric category collects ASM disk group status information.

State

This metric shows the state of the ASM disk group.

Target Version Collection Frequency

10g, 119, 12c Every 15 minutes

Disk Group Name

This metric shows the disk group name.

Target Version Collection Frequency

10g, 119, 12c Every 15 minutes

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each Disk
Group Name object.

If warning or critical threshold values are currently set for any Disk Group Name
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Disk Group Name
object, use the Edit Thresholds page.

Data Source

This metric is collected from the column FREE_MB in the view V$ASM_DISKGROUP
for 10g Release 1 and the VSASM_DISKGROUP_STAT view for 10g Release 2.

User Action

Consider adding more disks to the disk group or deleting existing files in the disk
group.
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Disk Group Usage

The metrics in this category show the space used by all the disk groups having the
state as ‘MOUNTED'. These metrics are used to collect information about the disk
usage and is used to show the trend of disk group space usage in the application. This
information is used to determine the following metrics: Free MB, Total MB, Total Safely
Usable MB, Type, Safely Usable File MB, Used %, and Disk Group Used % of Safely
Usable of a disk group for 10g Release 2 and Free MB, Total MB, Type, and Used %
for 10g Release 1.

These metrics generate a warning alert if the disk group is 75% used and a critical
warning if 90% used. The thresholds for the Disk Group Usage alert should not

be fixed at 75% and 90%, because the value depends on the redundancy. In

version 10g Release 2, these metrics use the USABLE_FILE_MB column of the
V$ASM_DISKGROUP_STAT view to indicate usable mirrored free space. This column
displays the amount of free space that can be safely utilized taking mirroring into
account, and yet is able to restore redundancy after disk failure.

Enterprise Manager issues alerts for the following:

e Critical alert when USABLE_FILE_MB <=0
e Warning alert when USABLE_FILE_MB < 0.1 * REQUIRED_MIRROR_FREE_MB

This metric is collected at a time interval of 15 minutes. You can change the threshold
limit as required.

This metric is collected with the help of a SQL query which queries the
V$ASM_DISKGROUP view for 10g Release 1 and the V$ASM_DISKGROUP_STAT
view for 10g Release 2. The metrics will be collected at cluster level if the target

is Cluster ASM else they will be collected at instance level as a part of Automatic
Storage Management target type metrics.

Disk Group Name

This metric shows the unused capacity of the disk group in megabytes. It gives an
indication of the free space available in a disk group.

Target Evaluation and Default Warning Default Alert Text
Version Collection Frequency Threshold Critical
Threshold
10g, 11g, Every 15 Minutes Not Defined Not Defined Total free size for Disk Group
12cR1 %dg_name% has fallen to %value%

(MB).

ORACLE

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each Disk
Group Name object.

If warning or critical threshold values are currently set for any Disk Group Name
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Disk Group Name
object, use the Edit Thresholds page.
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Data Source

This metric is collected from the column FREE_MB in the view VSASM_DISKGROUP
for 10g Release 1 and the V$ASM_DISKGROUP_STAT view for 10g Release 2.

User Action

Consider adding more disks to the disk group or deleting existing files in the disk
group.

Disk Group Free (MB)

This metric shows the unused capacity of the disk group in megabytes. It gives an
indication of the free space available in a disk group.

Target Evaluation Default Default Alert Text
Version and Collection Warning Critical
Frequency Threshold Threshold
10g, 11g, Every 15 Minutes Not Defined Not Defined Total free size for Disk Group %dg_name%
12cR1 has fallen to %value% (MB).

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each Disk
Group Name object.

If warning or critical threshold values are currently set for any Disk Group Name
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Disk Group Name
object, use the Edit Thresholds page.

Data Source

This metric is collected from the column FREE_MB in the view V$ASM_DISKGROUP
for 10g Release 1 and the VSASM_DISKGROUP_STAT view for 10g Release 2.

User Action

Consider adding more disks to the disk group or deleting existing files in the disk
group.

Disk Group Usable (MB)

This metric shows the capacity of the disk group based on the type of the disk group.
This column indicates the amount of free space that can be safely utilized taking
mirroring into account, and yet is able to restore redundancy after disk failure.

Target Evaluation and Default Default Critical Alert Text
Version Collection Frequency Warning Threshold

Threshold
10gR2,  Every 15 Minutes Not Defined Not Defined Usable free size for Disk Group
11q, %dg_name% has fallen to %value%
12cR1 (MB).

ORACLE

Data Source
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This metric is collected using the VSASM_DISKGROUP_STAT view.

Total Safely Usable MB = (total _nb - required_nirror_free_nb)/redundancy_fact or

Where total_mb and required_mirror_free_mb come from the view column, and
redundancy factor is 1 for External Redundancy Disk Group, 2 for Normal Redundancy
Disk Group, and 3 for High Redundancy Disk Group.

User Action

Consider adding more disks to the disk group or removing existing files from the disk
group

Disk Group Usable Free (MB)

The usable free space of a disk group depends on the redundancy, so in 10g Release
2 it uses the USABLE_FILE_MB column of the VSASM_DISKGROUP_STAT view

to indicate usable mirrored free space. This column indicates the amount of free
space that can be safely utilized taking mirroring into account, and yet is able to
restore redundancy after disk failure. This column is used to determine the usable free
megabytes of a disk group.

Target Evaluation Default Default Critical Alert Text
Version and Collection Warning Threshold
Frequency Threshold
10gR2, Every 15 Minutes Not Defined Not Defined Usable free size for Disk Group
11g, %dg_name% has fallen to %value% (MB).
12cR1

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each Disk
Group Name object.

If warning or critical threshold values are currently set for any Disk Group Name
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Disk Group Name
object, use the Edit Thresholds page.

Data Source

This metric is collected from the column USABLE_FILE_MB in the
V$ASM_DISKGROUP_STAT view for 10g Release 2.

User Action

Consider adding more disks to the disk group or removing existing files from the disk
group.

Disk Group Used %

ORACLE

This metric shows the percentage of space used by a disk group. It generates a
warning alert if the disk group is 75% used and a critical warning if 90 % used. The
threshold limit can be changed to generate alerts at different values.
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Target Evaluation Default Default Critical Alert Text
Version and Collection Warning Threshold
Frequency Threshold
10g, 11g, Every 15 Minutes 75 90 Disk Group %dg_name% is %value%%%
12cR1 used.

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each Disk
Group Name object.

If warning or critical threshold values are currently set for any Disk Group Name
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Disk Group Name
object, use the Edit Thresholds page.

Data Source

This metric is collected from the VSASM_DISKGROUP view for 10g Release 1 and the
V$ASM_DISKGROUP_STAT view for 10g Release 2.

Used % = (total _mb-free_nb)/total _nb)*100
User Action

New disks can be added in a disk group to avoid the alerts. Go to the Disk Group
general page and click Add to add a new disk to a disk group. Also, you can remove
existing files from the disk group.

Redundancy

Size (MB)

ORACLE

This metric shows the Redundancy Type of the disk group. It can be one of the three
values: External, Normal, and High. This property determines the restore redundancy
after disk failure.

Target Version Collection Frequency

10g, 119, 12cR1 Every 15 Minutes

Data Source

This metric is collected from the column TYPE in the V3ASM_DISKGROUP view for
10g Release 1 and the V$ASM_DISKGROUP_STAT view for 10g Release 2.

User Action

No user action is required.

This metric shows the total capacity of the disk group in megabytes. It gives an
indication of the size or the space used by the disk group.
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Target Version Collection Frequency

10g, 119, 12cR1 Every 15 Minutes

Data Source

This metric is collected from the column TOTAL_MB in the VSASM_DISKGROUP view
for 10g Release 1 and the VSASM_DISKGROUP_STAT view for 10g Release 2.

User Action

Consider adding more disks to the disk group.

Disk Group Used % of Safely Usable

This metric shows the percentage of safely usable space used by a disk group. Usable
free space of a disk group depends on the redundancy. In 10g Release 2, it uses

the USABLE_FILE_MB column of the VSASM_DISKGROUP_STAT view to indicate
usable mirrored free space. This column displays the amount of free space that can be
safely utilized taking mirroring into account and restores redundancy after disk failure.
This column is used to determine the Disk Group Used % of Safely Usable for a disk

group.

This metric generates a warning alert if the disk group is using 90% of the safely
usable space and critical warning for 100%. The threshold limit can be changed to
generate an alert at different values.

12cR1

Target  Evaluation and Default Default Critical Alert Text
Version Collection Frequency Warning Threshold
Threshold
10gR2, Every 15 Minutes 75 90 Disk group %dg_name% has used
11g, %value%%% of safely usable free space

(space that can be allocated while still
having enough space to recover from
failure group failures).

ORACLE

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each Disk
Group Name object.

If warning or critical threshold values are currently set for any Disk Group Name
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Disk Group Name
object, use the Edit Thresholds page.

Data Source
This metric is collected from the VSASM_DISKGROUP_STAT view for 10g Release 2.

Used % of Safely Usable = 100 - (usable_file_nb/usable_total nb)*100

Wiere usable_total _nmb = total _nb - required_nirror_free_nb)/redundancy_factor
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total_mb and required_mirror_free_mb are derived from the view column and
redundancy factor is 1 for External Redundancy Disk Group, 2 for Normal Redundancy
Disk Group, and 3 for High Redundancy Disk Group.

User Action

New disks can be added in a disk group to avoid the alerts. Go to the Disk Group
general page and click Add to add a new disk to a disk group. Also, you can remove
existing files from the disk group.

Disk Path

This configuration metric category collects ASM disk path.

Disk Name
This metric shows the name of the ASM disk.
Target Version Collection Frequency
10g, 119, 12c Every 24 hours

Disk Path

This metric shows the path of the ASM disk.

Target Version Collection Frequency
10g, 119, 12c Every 24 hours
Group Name
This metric shows the group name of the ASM disk.
Target Version Collection Frequency
10g, 119, 12c Every 24 hours

Disk Status

This configuration metric category collects ASM disk status information.

Disk Mode Status

This metric shows the disk mode status of the ASM disk.

Target Version Collection Frequency
10g, 11g, 12cR1 Every 15 minutes
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The metrics in this category collect ASM Disk configuration data such as disk group
name. Default collection time is 24 hours and the metrics will be collected at cluster
level if the target is Cluster ASM else they will be collected at instance level as a part
of Automatic Storage Management target type metrics.

This metric shows the IP adress of the Exadata cell.

Target Version Collection Frequency

10g, 11g, 12cR1 Every 24 hours

Data Source
This metric is collected from VSASM_DISK_STAT view.
User Action

No user action is required.

This metric shows the disk name of the ASM disk.

Target Version Collection Frequency

10g, 119, 12cR1 Every 24 hours

Data Source
The source for this metric is the NAME column in the VSASM_DISK_STAT view.
User Action

No user action is required.

Disk Creation Date

ORACLE

This metric shows the disk creation date of the ASM disk.

Target Version Collection Frequency

10g, 119, 12cR1 Every 24 hours

Data Source

The source for this metric is the CREATE_DATE column in the V$ASM_DISK_STAT
view.

User Action

No user action is required.
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Disk Group

This metric shows the disk group name of the ASM disk.

Target Version Collection Frequency

109,119, 12cR1 Every 24 hours

Data Source
This metric is collected from VSASM_DISKGROUP_STAT view.
User Action

No user action is required.

Disk Path

This metric shows the disk path of the ASM disk.

Target Version Collection Frequency
10g, 11g, 12cR1 Every 24 hours

Data Source
The source for this metric is the PATH column in the VSASM_DISK_STAT view.
User Action

No user action is required.

Failure Group Name

This metric shows the failure group name of the ASM disk.

Target Version Collection Frequency
10g, 119, 12cR1 Every 24 hours

Data Source
The source for this metric is the SPACE column in the VSASM_DISK_STAT view.
User Action

No user action is required.

Failure Group Type

This metric shows the failure group type, REGULAR or QUORUM.

Target Version Collection Frequency

10g, 11g, 12cR1 Every 24 hours
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Data Source

The source for this metric is the FAILUREGROUP column in the V$ASM_DISK_STAT
view.

User Action

No user action is required.

Redundancy

Size (MB)

This metric shows the hardware redundancy of the disk.

Target Version Collection Frequency

10g, 11g, 12cR1 Every 24 hours

Data Source

The source for this metric is the REDUNANCY column in the VSASM_DISK_STAT
view.

User Action

No user action is required.

This metric shows the disk size in MB of the ASM disk.

Target Version Collection Frequency

10g, 11g, 12cR1 Every 24 hours

Data Source
The source for this metric is the TOTAL_MB column in the V$ASM_DISK_STAT view.
User Action

No user action is required.

Failure Group Imbalance Status

ORACLE

The metrics in the Failure Group Imbalance Status metric category check how even
failure group disks are laid out for ASM disk groups. ASM strives for an even
distribution of file extents and space usage across all disks in a disk group. It
accomplishes this through rebalancing. If the disks are different sizes or the failure
groups are different sizes then effective rebalancing cannot be achieved. In this
situation, configuration changes are required.

These metrics only apply to disk groups with normal or high redundancy. These
metrics will not return data for disk groups with external redundancy, because failure
groups are not used in this configuration. The metrics are collected at the cluster level
if the target is Cluster ASM. Otherwise, they are collected at the instance level as a
part of ASM target type metrics.
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Disk Count Imbalance Variance

Failure groups are used to store mirror copies of data: two copies for normal
redundancy, three copies for high redundancy. The Disk Count Imbalance Variance
metric reports the difference in the failure group disk count for the disk in the disk
group with the highest failure group disk count and the disk with the lowest.

It may not be possible for every disk to have the same failure group disk count even
when all the failure groups are the same size. However an imbalance of more than
one indicates that the failure groups are different sizes.

Target Evaluation Default Warning Default Alert Text
Version and Collection Threshold Critical
Frequency Threshold
10gR2, Every 15 Minutes 2 Not Defined Disk Group %diskGroup% has failure
11g, 12c groups with different numbers of disks

which may lead to suboptimal space
usage. Changing the configuration may
alleviate this problem.

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each disk
group object.

If warning or critical threshold values are currently set for any disk group object, those
thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each disk group object,
use the Edit Thresholds page.

Data Source

The value of the Disk Count Imbalance Variance metric is calculated using
the VSASM_DISKGROUP_STAT and VSASM_DISK_STAT views, along with some
internal ASM fixed tables.

User Action

A warning alert is generated when the Disk Count Imbalance Variance value is greater
than 1 (the default value). Disk groups that have failure groups with different numbers
of disks may lead to suboptimal space usage. To alleviate this problem, try changing
the configuration.

Disk Size Imbalance (%)

ORACLE

Disk Size Imbalance (%) checks whether some disks have more space in their failure

group disks than others. The space is calculated as a ratio between the size of a disk

and the sum of the sizes of its active failure group disks. This ratio is compared for all

the disks. The difference in the highest and lowest failure group disk space is reported
as a percentage. An imbalance of 10% is acceptable.
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Target Evaluation Default Default Alert Text
Version and Collection Warning Critical
Frequency Threshold Threshold
10gR2, Every 15 Minutes 10 Not Defined Disk Group %diskGroup% has failure
119, 12c groups with disks of different sizes which

may lead to suboptimal space usage.
Changing the configuration may alleviate
this problem.

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each disk
group object.

If warning or critical threshold values are currently set for any disk group object, those
thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each disk group object,
use the Edit Thresholds page.

Data Source

The value of the Disk Size Imbalance metric is calculated using the
V$ASM_DISKGROUP_STAT and V$ASM_DISK_STAT views, along with some
internal ASM fixed tables.

User Action

A warning alert is generated when the Disk Size Imbalance (%) is greater than 10%
(the default). Disk groups that have failure groups with disks of different sizes may lead
to suboptimal space usage. To alleviate this problem, try changing the configuration.

Failure Group Count

Failure Group Count reports the number of failure groups per disk group.

Target Version Collection Frequency

10gR2, 119, 12c Every 15 Minutes

Data Source

The value of the Failure Group Count metric is retrieved from a calculation involving
the VASM_DISKGROUP_STAT and VSASM_DISK_STAT views, and some internal
ASM fixed tables.

User Action

No user action is required.

Failure Group Status

The metrics in the Failure Group Status metric category check to see if all of the
member disks of any failure group are offline. This is an undesirable condition which
risks data loss, because mirror copies of data cannot be stored.
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These metrics only apply to disk groups with normal or high redundancy. The metrics
are collected at the cluster level if the target is Cluster ASM. Otherwise, they are
collected at the instance level as a part of ASM target type metrics.

Available Disks

Disk Count

The Available Disks metric reports the number of disks in the failure group that are
online.

Target Version Collection Frequency

10gR2, 1149, 12¢c Every 15 Minutes

Data Source

The value of the Available Disks metric is calculated by subtracting the number of
offline disks in the failure group from the number of total disks.

User Action

No user action is required.

The Disk Count metric reports the number of disks in the failure group.

Target Version Collection Frequency

10gR2, 11g, 12c Every 15 Minutes

Data Source

The value of the Total Disks metric is retrieved from the V$ASM_DISKGROUP_STAT
and V$ASM_DISK_STAT views.

User Action

No user action is required.

Online Disk Count for Failure Group with More than 1 Disk

This metric shows the online disk count for failure group with more than one disk.

Target Version Collection Frequency

10g, 11g, 12cR1 Every 15 minutes

File Group Usage

ORACLE

File group usage metric collects information related to file groups in a flex disk group.
The default collection time is every 30 minutes.
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Quota Limit Used (MB)

This metric indicates the space used by file group from the quota in a quota group.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold

Frequency
13c and Every 30 minutes Not defined Not defined Not applicable
later

ORACLE

The metrics in this category represent incidents, for example, generic internal error,
access violation, and so on as recorded in the ASM alert log file. Incidents refer

to problems for which Automatic Diagnostic Repository (ADR) incidents are created.
These type of problems usually require investigation, diagnostic data to be collected,
and perhaps require interaction with Oracle Support for resolution. The alert log file
has a chronological log of messages and errors.

Each metric signifies that the ASM being monitored has detected a critical error
condition about the ASM and has generated an incident to the alert log file since
the last sample time. The Support Workbench in Enterprise Manager contains more
information about each generated incident.

" Note:

For more information about Incident metrics and Operational Error metrics,
sign in to My Oracle Support and search for the following Oracle Support
Note:

Database Alert log monitoring in 12c explained (Doc ID 1538482.1)
https://support.oracl e. com

Setting Thresholds for Incident Metrics

To edit the thresholds for any of the following metrics, from the Cloud Control Ul,
right-click the target name, select Monitoring, then Metric and Collection Settings.
The following settings provide examples of some of the possible settings:

e Warning Threshold: Not Defined; Critical Threshold: .*

In this case, the Management Agent generates a critical error alert in Enterprise
Manager when the incident occurs.

e Warning Threshold: .*; Critical Threshold: Not Defined

In this case, the Management Agent generates a warning alert in Enterprise
Manager when the incident occurs.

e Warning Threshold: Not Defined; Critical Threshold: Not Defined
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In this case, the Management Agent does not generate an alert in Enterprise
Manager when the incident occurs.

Access Violation

This metric signifies that the ASM has generated an incident due to some memory
access violation. This type of incident is typically related to Oracle Exception
messages such as ORA-3113 and ORA-7445. The ASM can also generate this type of
incident when it detects a SIGSEGV or SIGBUS signals.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
11g, Every 5 Minutes Not Defined 1 An access violation detected in
12cR1 %alertLogName% at time/line number:

%timeLine%.

1 After an alert is triggered for this metric, it must be manually cleared.

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Time/Line Number object.

If warning or critical threshold values are currently set for any Time/Line Number
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Time/Line Number
object, use the Edit Thresholds page.

Data Source

The data comes from the alert log files. It is collected using the Perl
script SORACLE_HOME/sysman/admin/scripts/alertiogAdr.pl where SORACLE_HOME
refers to the home of the Oracle Management Agent.

User Action

Use Support Workbench in Enterprise Manager to examine the details of the incident.

Alert Log Error Trace File

ORACLE

This metric is the name of the trace file (if any) associated with the logged incident.

Target Version Collection Frequency

119, 12cR1 Every 5 Minutes

Data Source

The data comes from the alert log files. It is collected using the Perl
script SORACLE_HOME/sysman/admin/scripts/alertiogAdr.pl where $SORACLE_HOME
refers to the home of the Oracle Management Agent.

User Action

No user action is required.
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Alert Log Name

This metric is the name of the alert log file.

Target Version Collection Frequency

119, 12cR1 Every 5 Minutes

Data Source

The data comes from the alert log files. It is collected
using the Perl script: $ORACLE_HOME/sysman/admin/scripts/alertiogAdr.pl
where $ORACLE_HOME refers to the home of the Oracle Management Agent.

User Action

No user action is required.

ASM Block Corruption

ASM Block corruption can happen due to many reasons over lifetime (for example
head misalignment, dust spec, and so on). If the disk groups are mirrored, ASM
automatically repairs the corrupted blocks from the mirror.

Target Evaluation Default Default Alert Text
Version and Collection Warning Critical
Frequency Threshold Threshold
11g, Every 5 Minutes Not Defined 1 An ASM data block was corrupted at time/line
12cR1 number: %timeLine%.

1 After an alert is triggered for this metric, it must be manually cleared.

ORACLE

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Time/Line Number object.

If warning or critical threshold values are currently set for any Time/Line Number
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Time/Line Number
object, use the Edit Thresholds page.

Data Source
The source of this metric is the Incident metric.
User Action

You can execute check and remap commands which have been implemented in
Enterprise Manager.

1. Check

This checks the consistency of disk group metadata and logs the result in
alert log and may repair depending upon repair/norepair option provided. In
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case of corruptions, the result would look like: cache read a corrupted block
group=NORM3 fn=1 blk=0 from disk O and so on.

2. Remap
This repairs a range of physical blocks that maps to a valid ASM file.

In addition, you can use Support Workbench in Enterprise Manager to examine the
details of the incidents.

Cluster Error

This metric signifies that the ASM has generated an incident due to a member evicted
from the group by a member of the cluster database. This type of incident is typically
related to Oracle Exception message ORA-29740.

Target Evaluation and Default Default Alert Text
Version Collection Frequency Warning Critical
Threshold Threshold
11g, Every 5 Minutes Not Defined 1 A cluster error detected in
12cR1 %alertLogName% at time/line number:

%timeLine%.

1 After an alert is triggered for this metric, it must be manually cleared.

Deadlock

ORACLE

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Time/Line Number object.

If warning or critical threshold values are currently set for any Time/Line Number
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Time/Line Number
object, use the Edit Thresholds page.

Data Source

The data comes from the alert log files. It is collected using the Perl
script SORACLE_HOME/sysman/admin/scripts/alertiogAdr.pl where SORACLE_HOME
refers to the home of the Oracle Management Agent.

User Action

Use Support Workbench in Enterprise Manager to examine the details of the incident.

This metric signifies that the ASM has generated an incident due to a deadlock
detected while trying to lock a library object. This type of incident is typically related to
Oracle Exception message ORA-4020.
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Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
11g, Every 5 Minutes Not Defined 1 A deadlock error detected in
12cR1 %alertLogName% at time/line number:

%timeLine%.

1 After an alert is triggered for this metric, it must be manually cleared.

ECID

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Time/Line Number object.

If warning or critical threshold values are currently set for any Time/Line Number
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Time/Line Number
object, use the Edit Thresholds page.

Data Source

The data comes from the alert log files. It is collected using the Perl
script SORACLE_HOME/sysman/admin/scripts/alertiogAdr.pl where $ORACLE_HOME
refers to the home of the Oracle Management Agent.

User Action

Use Support Workbench in Enterprise Manager to examine the details of the incident.

The Execution Context ID (ECID) tracks requests as they move through the
application server. This information is useful for diagnostic purposes because it can
be used to correlate related problems encountered by a single user attempting to
accomplish a single task.

Target Version Collection Frequency

11g, 12c Every 5 Minutes

Data Source
The ECID is extracted from the database alert log.
User Action

Diagnostic incidents usually indicate software errors and should be reported to Oracle
through the Enterprise Manager Support Workbench. When you package problems
using Support Workbench, the Support Workbench uses ECID to correlate and include
any additional problems in the package.

File Access Error

ORACLE

This metric signifies that the ASM has generated an incident due to failure to read a
file at the time.
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Target Evaluation Default Warning  Default Critical  Alert Text
Version and Collection Threshold Threshold
Frequency
11g, Every 5 Minutes Not Defined 1 A file access error detected in
12cR1 %alertLogName% at time/line number:

%timeLine%.

1 After an alert is triggered for this metric, it must be manually cleared.

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Time/Line Number object.

If warning or critical threshold values are currently set for any Time/Line Number
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Time/Line Number
object, use the Edit Thresholds page.

Data Source

The data comes from the alert log files. It is collected using the Perl
script SORACLE_HOME/sysman/admin/scripts/alertiogAdr.pl where $ORACLE_HOME
refers to the home of the Oracle Management Agent.

User Action

Use Support Workbench in Enterprise Manager to examine the details of the incident.

Generic Incident

This metric signifies that the ASM has generated an incident due to some error.

Target Evaluation Default Default Alert Text
Version and Collection Warning Critical
Frequency Threshold Threshold
11g, Every 5 Minutes Not Defined 1 Incident (%errCodes%) detected in
12cR1 %alertLogName% at time/line number:

%timeLine%.

1 After an alert is triggered for this metric, it must be manually cleared.

ORACLE

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Time/Line Number object.

If warning or critical threshold values are currently set for any Time/Line Number
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Time/Line Number
object, use the Edit Thresholds page.

Data Source
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The data comes from the alert log files. It is collected using the perl
script SORACLE_HOME/sysman/admin/scripts/alertiogAdr.pl where SORACLE_HOME
refers to the home of the Oracle Management Agent.

User Action

Use Support Workbench in Enterprise Manager to examine the details of the incident.

Generic Internal Error

This metric signifies that the ASM has generated an incident due to an internal ASM
error. This type of incident is typically related to Oracle Exception message ORA-600
or ORA-0060*.

Target Evaluation Default Default Alert Text
Version and Collection Warning Critical
Frequency Threshold Threshold
11g, Every 5 Minutes Not Defined 1 Internal error (%errCodes%) detected in
12cR1 %alertLogName% at time/line number:

%timeLine%.

1 After an alert is triggered for this metric, it must be manually cleared.

Impact

ORACLE

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Time/Line Number object.

If warning or critical threshold values are currently set for any Time/Line Number
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Time/Line Number
object, use the Edit Thresholds page.

Data Source

The data comes from the alert log files. It is collected using the perl
script SORACLE_HOME/sysman/admin/scripts/alertiogAdr.pl where $SORACLE_HOME
refers to the home of the Oracle Management Agent.

User Action

Use Support Workbench in Enterprise Manager to examine the details of the incident.

This metric reports the impact of an incident. For a Generic Internal Error incident, the
impact describes how the incident may affect the ASM.

Target Version Collection Frequency

11g, 12cR1 Every 5 Minutes

Data Source
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The data comes from the alert log files. It is collected using the Perl
script SORACLE_HOME/sysman/admin/scripts/alertiogAdr.pl where SORACLE_HOME
refers to the home of the Oracle Management Agent.

User Action

No user action is required.

This metric is a number identifying an incident. The Support Workbench in Enterprise
Manager uses this ID to specify an incident.

Target Version Collection Frequency

11g, 12cR1 Every 5 Minutes

Data Source

The data comes from the alert log files. It is collected using the Perl
script SORACLE_HOME/sysman/admin/scripts/alertiogAdr.pl where $SORACLE_HOME
refers to the home of the Oracle Management Agent.

User Action

No user action is required.

Internal SQL Error

This metric signifies that the ASM has generated an incident due to an internal SQL
error. This type of incident is typically related to Oracle Exception message ORA-604.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
11g, Every 5 Minutes Not Defined 1 An internal SQL error detected in
12cR1 %alertLogName% at time/line number:

%timeLine%.

1 After an alert is triggered for this metric, it must be manually cleared.

ORACLE

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Time/Line Number object.

If warning or critical threshold values are currently set for any Time/Line Number
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Time/Line Number
object, use the Edit Thresholds page.

Data Source

The data comes from the alert log files. It is collected using the Perl
script SORACLE_HOME/sysman/admin/scripts/alertiogAdr.pl where SORACLE_HOME
refers to the home of the Oracle Management Agent.
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User Action

Use Support Workbench in Enterprise Manager to examine the details of the incident.

Out of Memory

This metric signifies that the ASM has generated an incident due to failure to allocate
memory. This type of incident is typically related to Oracle Exception message
ORA-4030 or ORA-4031.

Target Evaluation Default Default Alert Text
Version and Collection Warning Critical
Frequency Threshold Threshold
11q, Every 5 Minutes Not Defined .1 Out of memory detected in %alertLogName% at
12cR1 time/line number: %timeLine%.

1 After an alert is triggered for this metric, it must be manually cleared.

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Time/Line Number object.

If warning or critical threshold values are currently set for any Time/Line Number
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Time/Line Number
object, use the Edit Thresholds page.

Data Source

The data comes from the alert log files. It is collected using the Perl
script SORACLE_HOME/sysman/admin/scripts/alertiogAdr.pl where $ORACLE_HOME
refers to the home of the Oracle Management Agent.

User Action

Use Support Workbench in Enterprise Manager to examine the details of the incident.

Redo Log Corruption

This metric signifies that the ASM has generated an incident due to an error with
the redo log. This type of incident is typically related to Oracle Exception message
ORA-353, ORA-355, or ORA-356.

Target Evaluation Default Default Alert Text
Version and Collection Warning Critical
Frequency Threshold Threshold
119 Every 5 Minutes Not Defined 1 A data block was corrupted at time/line
number: %timeLine%.

1 After an alert is triggered for this metric, it must be manually cleared.

ORACLE

Multiple Thresholds
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For this metric you can set different warning and critical threshold values for each
Time/Line Number object.

If warning or critical threshold values are currently set for any Time/Line Number
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Time/Line Number
object, use the Edit Thresholds page.

Data Source

The data comes from the alert log files. It is collected using the Perl
script SORACLE_HOME/sysman/admin/scripts/alertiogAdr.pl where $SORACLE_HOME
refers to the home of the Oracle Management Agent.

User Action

Use Support Workbench in Enterprise Manager to examine the details of the incident.

Session Terminated

This metric contains the information about different ORA- errors, which indicate the
presence of Session Terminated problems in the alert log files. The ORA- 00603 error
in the alert log indicates Session Terminated problems. This also generates a warning
alert when these problems are found in alert logs.

You can edit the metric threshold and change the value of the error you want to collect
under a different head. Also, the warning and critical alert values can be modified or
set.

Target Evaluation Default Default Alert Text
Version and Collection Warning Critical
Frequency Threshold Threshold
11g Every 5 Minutes Not Defined 1 A session termination detected in

%alertLogName% at time/line number:
%timeLine%.

1 After an alert is triggered for this metric, it must be manually cleared.

ORACLE

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Time/Line Number object.

If warning or critical threshold values are currently set for any Time/Line Number
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Time/Line Number
object, use the Edit Thresholds page.

Data Source

The data comes from the alert log files. It is collected using the Perl

script SORACLE_HOME/sysman/admin/scripts/alertiogAdr.pl where SORACLE_HOME
refers to the home of the Oracle Management Agent. The alert log file is scanned for
the ORA- 00603 error.

User Action
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Use Support Workbench in Enterprise Manager to examine the details of the incident.

Instance Disk Performance

The metrics in this category collect ASM instance disk performance data.

Bytes Read

This metric shows the number of bytes read.

Target Version Collection Frequency

10g, 119, 12c Every 15 minutes

Bytes Written

This metric shows the number of bytes written.

Target Version Collection Frequency

10g, 119, 12c Every 15 minutes

/0 Response Time (MS)

This metric shows the 1/O response time in milliseconds.

Target Version Collection Frequency

10g, 119, 12c Every 15 minutes

Last Read Errors

This metric shows the last read errors.

Target Version Collection Frequency

10g, 119, 12c Every 15 minutes

Read Errors

This metric shows the number of read errors.

Target Version Collection Frequency

10g, 119, 12c Every 15 minutes

Read Response Time (MS)

This metric shows the read response time in milliseconds.

ORACLE 2-51



Instance Diskgroup Database Performance

Target Version

Collection Frequency

10g, 119, 12c

Every 15 minutes

Read Time (MS)

This metric shows the read time in milliseconds.

Target Version

Collection Frequency

10g, 119, 12c

Every 15 minutes

Total I/O Time (MS)

This metric shows the total I/O time in milliseconds.

Target Version

Collection Frequency

10g, 119, 12c

Every 15 minutes

Write Errors

This metric shows the write errors.

Target Version

Collection Frequency

10g, 119, 12c

Every 15 minutes

Write Response Time (MS)

This metric shows the write response time in milliseconds.

Target Version

Collection Frequency

10g, 119, 12c

Every 15 minutes

Write Time (MS)

This metric shows the write time in milliseconds.

Target Version

Collection Frequency

10g, 119, 12c

Every 15 minutes

Instance Diskgroup Database Performance

The metrics in this category collect ASM instance disk group database performance

data.
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Bytes Read

This metric shows the number of bytes read.

Target Version Collection Frequency

10g, 119, 12c Every 15 minutes

Bytes Written

This metric shows the number of bytes written.

Target Version Collection Frequency

10g, 119, 12c Every 15 minutes

Read Time (MS)

This metric shows the read time in milliseconds.

Target Version Collection Frequency
10g, 119, 12c Every 15 minutes
Reads
This metric shows the number of reads.
Target Version Collection Frequency
10g, 119, 12c Every 15 minutes

Writes

This metric shows the number of writes.

Target Version Collection Frequency

10g, 119, 12c Every 15 minutes

Write Time (MS)

This metric shows the write time in milliseconds.

Target Version Collection Frequency

10g, 119, 12c Every 15 minutes
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Instance Diskgroup Performance

The metrics in this category collect ASM instance disk group performance data.

Bytes Read

This metric shows the number of bytes read.

Target Version Collection Frequency

10g, 119, 12c Every 15 minutes

Bytes Written

This metric shows the number of bytes written.

Target Version Collection Frequency

10g, 119, 12c Every 15 minutes

Read Time (MS)

This metric shows the read time in milliseconds.

Target Version Collection Frequency
10g, 119, 12c Every 15 minutes
Reads
This metric shows the number of reads.
Target Version Collection Frequency
10g, 119, 12c Every 15 minutes

Write Time (MS)

This metric shows the write time in milliseconds.

Target Version Collection Frequency

10g, 119, 12c Every 15 minutes

Writes

This metric shows the number of writes.
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Target Version Collection Frequency

10g, 119, 12c Every 15 minutes

Offline Disk Count

The metrics in this category collect ASM offline disk count information.

Offline Disk Count

This metric collects ASM offline disk count information.

Target Version Collection Frequency

10g, 119, 12c Every 15 minutes

Operational Error

The metrics in this category represent errors that may affect the operation of the ASM,
for example, data block corruption, media failure, and so on as recorded in the ASM
alert log file. These errors are not triggered by ADR incidents but are day to day issues
which you can handle without interaction with Oracle Support. The alert log file has a
chronological log of messages and errors.

Each metric signifies that the ASM being monitored has detected a critical error
condition that may affect the normal operation of the ASM and has generated an error
message to the alert log file since the last sample time.

" Note:

For more information about Incident metrics and Operational Error metrics,
sign in to My Oracle Support and search for the following Oracle Support
Note:

Database Alert log monitoring in 12c explained (Doc ID 1538482.1)

https://support.oracle.cont

Setting Thresholds for Operational Error Metrics

ORACLE

To edit the thresholds for any of the following metrics, from the Cloud Control Ul,
right-click the target name, select Monitoring, then Metric and Collection Settings.
The following settings provide examples of some of the possible settings:

e Warning Threshold: Not Defined; Critical Threshold.

In this case, the Management Agent generates a critical error alert in Enterprise
Manager when the error occurs.

e Warning Threshold: Critical Threshold: Not Defined
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In this case, the Management Agent generates a warning alert in Enterprise
Manager when the error occurs.

*  Warning Threshold: Not Defined; Critical Threshold: Not Defined

In this case, the Management Agent does not generate an alert in Enterprise
Manager when the error occurs.

Alert Log Error Trace File

This metric is the name of the trace file (if any) associated with the logged error.

Target Version Collection Frequency

119, 12c Every 5 Minutes

Data Source

The data comes from the alert log files. It is collected using the Perl
script SORACLE_HOME/sysman/admin/scripts/alertiogAdr.pl where SORACLE_HOME
refers to the home of the Oracle Management Agent.

User Action

No user action is required.

Alert Log Name

This metric is the name of the alert log file.

Target Version Collection Frequency

11g, 12c Every 5 Minutes

Data Source

The data comes from the alert log files. It is collected using the Perl
script SORACLE_HOME/sysman/admin/scripts/alertiogAdr.pl where $SORACLE_HOME
refers to the home of the Oracle Management Agent.

User Action

No user action is required.

Data Block Corruption

This metric signifies that the ASM being monitored has generated a corrupted block
error (ORA-01157 or ORA-27048) to the alert file since the last sample time. The alert
file is a special trace file containing a chronological log of messages and errors. An
alert event is triggered when data block corrupted messages are written to the alert
file.
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Target Evaluation and Default Default Critical Alert Text
Version Collection Frequency Warning Threshold
Threshold
11g, Every 5 Minutes Not Defined 1 A data block was corrupted at time/line
12cR1 number: %timeLine%.

1 After an alert is triggered for this metric, it must be manually cleared.

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Time/Line Number object.

If warning or critical threshold values are currently set for any Time/Line Number
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Time/Line Number
object, use the Edit Thresholds page. See Editing Thresholds for information on
accessing the Edit Thresholds page.

Data Source

The data comes from the alert log files. It is collected using the Perl
script SORACLE_HOME/sysman/admin/scripts/alertiogAdr.pl where $ORACLE_HOME
refers to the home of the Oracle Management Agent.

User Action

Use Support Workbench in Enterprise Manager to examine the details of the error.

Generic Operational Error

This metric signifies that the ASM being monitored has generated some error that may
affect the normal operation of the ASM to the alert file since the last sample time. The
alert file is a special trace file containing a chronological log of messages and errors.
An alert event is triggered when data block corrupted messages are written to the alert
file.

Target Evaluation Default Default Critical Alert Text
Version and Collection Warning Threshold
Frequency Threshold
11g, Every 5 Minutes Not Defined 1 Operational error (%errCodes%) detected
12cR1 in %alertLogName% at time/line number:
%timeLine%.

1 After an alert is triggered for this metric, it must be manually cleared.

ORACLE

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Time/Line Number object.

If warning or critical threshold values are currently set for any Time/Line Number
object, those thresholds can be viewed on the Metric Detail page for this metric.
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To specify or change warning or critical threshold values for each Time/Line Number
object, use the Edit Thresholds page. See Editing Thresholds for information on
accessing the Edit Thresholds page.

Data Source

The data comes from the alert log files. It is collected using the Perl
script SORACLE_HOME/sysman/admin/scripts/alertiogAdr.pl where $ORACLE_HOME
refers to the home of the Oracle Management Agent.

User Action

Use Support Workbench in Enterprise Manager to examine the details of the error.

Media Failure

This metric signifies that the ASM being monitored has generated a media failure error
(ORA-01242 or ORA-01243) to the alert file since the last sample time. The alert file

is a special trace file containing a chronological log of messages and errors. An alert
event is triggered when data block corrupted messages are written to the alert file.

Target Evaluation and Default Default Alert Text
Version Collection Frequency Warning Critical
Threshold Threshold
11g, Every 5 Minutes Not Defined .1 Media failure detected in %alertLogName% at
12cR1 time/line number: %timeLine%.

1 After an alert is triggered for this metric, it must be manually cleared.

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Time/Line Number object.

If warning or critical threshold values are currently set for any Time/Line Number
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Time/Line Number
object, use the Edit Thresholds page. See Editing Thresholds for information on
accessing the Edit Thresholds page.

Data Source

The data comes from the alert log files. It is collected using the Perl
script SORACLE_HOME/sysman/admin/scripts/alertiogAdr.pl where SORACLE_HOME
refers to the home of the Oracle Management Agent.

User Action

Use Support Workbench in Enterprise Manager to examine the details of the error.

Response

The metrics in this category show the status of the Automatic Storage Management
(ASM) instance. It shows whether the instance is up or down. The check is performed
every five minutes and returns the status of the connection as successful or it displays
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the ORA error for connection failure. This generates a critical alert if the ASM instance
is down.

This metric shows the status of the Automatic Storage Management (ASM) instance.
It displays whether the instance is up or down. This check is performed every five
minutes and returns the status of the connection as successful or it displays the ORA
error for connection failure. This generates a critical alert if the ASM instance is down.

Target Evaluation Default Warning Default Critical  Alert Text
Version and Collection Threshold Threshold
Frequency
All Every 5 Minutes Not Defined 0 Failed to connect to ASM instance
Versions %oraerr%.

Data Source

You can establish a connection to the ASM instance with instance properties, and if
the connection succeeds then the status is shown as Up, otherwise is displays as
Down. It may also display as Down if there is an error in the metric collection.

User Action
Perform one of the following:

e Check that the configuration property saved for the ASM instance is correct.

e Ifit displays as Down, the ASM instance is down. Try to reestablish the connection
using the startup/shutdown feature using the Enterprise Manager application.
Alternately, you can restart the application manually.

Sparse Disk Group Usage

This metric category uploads the following metrics: physical usage, physical used
percentage, and physical free of sparse disk groups.

This metric category is enabled when ASM stores on Oracle Exdata. It is not
applicable for any other systems.

Disk Group Physical Free (MB)

This metric provides the physical free size in MB of the sparse disk group.

Target Evaluation Default Warning Default Critical  Alert Text
Version and Collection Threshold Threshold
Frequency
12cR2 Every 30 Minutes Not Defined Not Defined Physical free size for Sparse Disk
and later Group %dg_name% has fallen to
%value% (MB).
Data Source
v$asm_diskgroup_sparse, vdasm_diskgroup_stat
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User Action

Add disks.

Disk Group Physical Used (%)

This metric provides the physical used percentage of the sparse disk groups.

Target Evaluation Default Warning Default Critical  Alert Text
Version and Collection Threshold Threshold
Frequency
12cR2 Every 30 Minutes 75 90 Sparse Disk Group %dg_name% is
and later %value%%% used.

Data Source
v$asm_diskgroup_sparse, v$asm_diskgroup_stat
User Action

Add disks.

Physical Size (MB)

This metric provides the size of physical usage in MB of the sparse disk groups.

Target Version Collection Frequency

12cR2 and later Every 30 Minutes

Sparse Disks

This configuration metrics group collects information related to physical size of the grid
disks. The default collection time is every 24 hours.

Disks

This metric indicates the name of the disk.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold

Frequency
12c and Every 24 hours Not defined Not defined Not applicable
later

Disk Group

This metric indicates the name of the disk group to which the disk belongs.
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Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold

Frequency
12cand Every 24 hours Not defined Not defined Not applicable
later

Physical Size (MB)

This metric indicates the physical size of the sparse disk group that has been used.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold

Frequency
12cand Every 30 minutes Not defined Not defined Not applicable
later

Quota Group Usage

This metrics collects information related to quota group usage. The default collection
time is every 30 minutes.

Quota Limit (MB)

This metric indicates the quota limit that the file group inside this quota group can add

up to.
Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
13c and Every 30 minutes Not defined Not defined Not applicable
later

Data Source

v$asm_quotagroup.quota_limit_mb

Quota Limit Used (MB)

This metric indicates the current space in MB that has been allocated to the client.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold

Frequency
13c and Every 30 minutes Not defined Not defined Not applicable
later

Data Source

v$asm_quotagroup.quota_limit_mb
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Quota Limit Used (%)

This metric indicates the percentage of quota limit that has been currently allocated.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
13c and Every 30 minutes 75% 90% Quota for quota group %qg_name% is
later %value%%% used.

Data Source

v$asm_quotagroup.quota_limit_mb and v$asm_quotagroup.used_quota_mb
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This chapter provides information about the Oracle High Availability Service metrics.
For each metric, it provides the following information:

e Description
e Metric table

The metric table can include some or all of the following: target version, default
collection frequency, default warning threshold, default critical threshold, and alert
text.

CRS nodeapp Status

The metric in this category monitors the status of the Oracle Cluster Ready Services
(CRS) node applications (nodeapps), Virtual Internet Protocol (IP), Global Services
Daemon (GSD), and Oracle Notification System (ONS).

nodeapp Status

This metric monitors the status of the nodeapps, IP, GSD, and ONS. A critical alert is
raised for the nodeapp if its status is OFFLINE NOT RESTARTING. A warning alert is
raised for the nodeapp if its status is either UNKNOWN or OFFLINE.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
10g, Every 5 minutes UNKNOWN]| OFFLINE NOT  CRS resource %nodeapps% is
11gR1 OFFLINE RESTARTING %status%

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
nodeapp object.

If warning or critical threshold values are currently set for any nodeapp object, those
thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each nodeapp object, use
the Edit Thresholds page.

Data Source
Not available.
User Action

Refer to the Real Application Clusters Administration and Deployment Guide for node
applications startup and troubleshooting information.
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CRS Virtual IP Relocation Status

The metrics in this category provide information about whether there is a Virtual IP
relocation taking place. When a Virtual IP is relocated from the host (node) on which it
was originally configured, a critical alert is generated.

Virtual IP Relocated

This metric shows whether the Virtual Internet protocol has relocated from the host
(node) where it was originally configured. The value is TRUE if relocation occurred.
Otherwise it is FALSE. When the value is TRUE, a critical alert is raised.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
10g, Every 5 minutes Not Defined TRUE CRS resource %vip% was relocated to
11gR1 %current_node%

Incident

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Virtual IP Name object.

If warning or critical threshold values are currently set for any Virtual IP Name object,
those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Virtual IP Name
object, use the Edit Thresholds page.

Data Source
Not available.
User Actions

The required actions are specific to your site.

This metrics category provides information about the Incident target.

Alert Log Error Trace File

ORACLE

The alert log error trace file is the name of an associated server trace file generated
when the problem causing this incident occurred. If no additional trace file was
generated, this field is blank.

Target Version Collection Frequency

All Versions Every 5 Minutes

Data Source

The alert log error trace file name is extracted from the database alert log.

3-2



Chapter 3
Incident

User Action

Examine the alert log error trace file for more information about the problem that
occurred.

Alert Log Name

ECID

Impact

ORACLE

This metric contains the fully specified name of the current XML alert log file (including
directory path).

Target Version Collection Frequency

All Versions Every 15 Minutes

Data Source

This name is retrieved by searching the OVS ADR_HOVE/ al ert directory for the most
recent (current) log file.

User Action

Examine the alert log file for more information about the problem that occurred.

The Execution Context ID (ECID) tracks requests as they move through the
application server. This information is useful for diagnostic purposes because it can
be used to correlate related problems encountered by a single user attempting to
accomplish a single task.

Target Version Collection Frequency

All Versions Every 15 Minutes

Data Source
The ECID is extracted from the database alert log.
User Action

Diagnostic incidents usually indicate software errors and should be reported to Oracle
through the Enterprise Manager Support Workbench. When you package problems
using Support Workbench, the Support Workbench uses ECID to correlate and include
any additional problems in the package.

This metric provides an optional field that reports the impact of the problem that
occurred. It may be empty.

Target Version Collection Frequency

All Versions Every 15 Minutes

Data Source
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The impact is extracted from the database alert log.
User Action

This field is informational. Diagnostic incidents usually indicate software errors and
should be reported to Oracle using the Enterprise Manager Support Workbench.

Incident ID

This metric reports the incident ID, a number that uniquely identifies a diagnostic
incident (a single occurrence of a problem).

Target Version Collection Frequency

All Versions Every 15 Minutes

Data Source
The incident ID is extracted from the database alert log.
User Action

Diagnostic incidents usually indicate software errors and should be reported to
Oracle using the Enterprise Manager Support Workbench. A problem is one or more
occurrences of the same incident. If you use Support Workbench, the incident ID can
be used to select the correct problem to package and send to Oracle. If you use the
command line tool ADRCI, you can use the Show Incident command with the incident
ID to retrieve details about the incident.

Generic Incident

This metric reports the number of Generic Incident type incidents observed the last
time that Oracle Enterprise Manager scanned the alert log.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
12¢ Every 5 minutes Not Defined i Incident (%adr_problemKey%) detected

in %alertLogName% at time/line
number: %timeLine%.

Data Source
The source for this metric is the Incident metric.
User Action

Use Support Workbench in Enterprise Manager to examine the details of the incidents.

Generic Internal Error

This metric reflects the number of Generic Internal Error incidents observed the last
time Enterprise Manager scanned the alert log.
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Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
12¢c Every 5 minutes Not Defined i Internal error (%adr_problemKey%)
detected in %alertLogName% at time/
line number: %timeLine%.

Data Source
The source for this metric is the Incident metric.
User Action

Use Support Workbench in Enterprise Manager to examine the details of the incidents.

Operational Error

This metric category contains metrics representing errors that might affect the
operation of the database as recorded in the database alert log file. The alert log
file has a chronological log of messages and errors.

Generic Operational Error

This metric reports the number of generic operation errors observed the last time
Enterprise Manager scanned the alert log file.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
12c¢ Every 5 minutes Not Defined N Operational error (%errorCodes%)
detected in %alertLogName% at time/
line number: %timeLine%.

User-Defined Error

This metric reports the number of user-defined errors observed the last time Enterprise
Manager scanned the alert log file.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
12c¢ Every 5 minutes Not Defined Not Defined Error (%errorCodes%) detected in
%alertLogName% at time/line number:
%timeLine%.

User-Defined Warning

This metric reflects the number of user-defined warnings witnessed the last time
Enterprise Manager scanned the alert log file.

ORACLE 3-5



Chapter 3
Oracle High Availability Service Alert Log

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
12¢c Every 5 minutes Not Defined Not Defined Warning (%errorCodes%) detected in

%alertLogName% at time/line number:
%timeLine%.

Oracle High Availability Service Alert Log

The metrics in this category provide information about the Oracle high availability
service alert log.

Alert Log Name

This metric reports the name and full path of the CRS alert log.

Target Version Collection Frequency

All Versions Every 5 Minutes

Data Source
Not available.
User Action

The required actions are specific to your site.

CRS Resource Alert Log Error

This resource collects CRS-1203, CRS-1205 and CRS-1206 messages in the CRS
alert log at the host level and issues CRS Resource Alert Log Error alerts at a critical

level.
Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency

10gR2, Every 5 minutes Not Defined CRS-120(3|5|6) %resourceErrStack% See

11gR1 %alertLogName% for details.

11gR2, Every 5 Minutes CRS-(2765|2878) CRS-120(3|5|6)] %resourceErrStack% See

12c¢ CRS-(2768| %alertLogName% for details.
2769|2771)

# Note:

After an alert is triggered for this metric, it must be manually cleared.

Multiple Thresholds
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For this metric you can set different warning and critical threshold values for each
Time/Line Number object.

If warning or critical threshold values are currently set for any Time/Line Number
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Time/Line Number
object, use the Edit Thresholds page.

Data Source
Not available.
User Action

The required actions are specific to your site.

OCR Alert Log Error

This metric collects CRS-1009 messages in the CRS alert log at the host level and
issues OCR Alert Log Error type alerts. OCR refers to Oracle Cluster Registry.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
10gR2, Every 5 Minutes CRS-100(1|2|3|4] CRS-(1006| %ocrErrStack% See %alertLogName%
11gR1 5|7) 1008|1010|1011| for details.
1009)

11gR2, Every 5 Minutes CRS-(1021|1022) CRS-(1006] %ocrErrStack% See %alertLogName%
12c 1009|1011|1013| for details.

1015|10161017|
1018|1019|1021)

ORACLE

# Note:

After an alert is triggered for this metric, it must be manually cleared.

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Time/Line Number object.

If warning or critical threshold values are currently set for any Time/Line Number
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Time/Line Number
object, use the Edit Thresholds page.

Data Source
Not available.
User Action

The required actions are specific to your site.
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OLR Alert Log Error

The Oracle Local Registry (OLR) Alert Log Error metric collects certain CRS error
messages and issues OLR Alert Log Error type alerts.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
10gR2, Every 5 Minutes CRS-(2106) -* %o0lIrErrStack% See %alertLogName%
119, 12c for details.

Oracle High Availability Service Alert Log Error

This metric collects CRS-1012, CRS-1201, CRS-1202 and CRS-1401, CRS-1402,
CRS-1602, and CRS-1603 messages in the CRS alert log at the host level.

CRS-1201, CRS-1401, CRS-1012, alert log messages trigger warning alerts.
CRS-1202, CRS-1402, CRS-1602, and CRS-1603 alert log messages trigger critical

alerts.
Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
10gR2, Every 5 Minutes CRS-(1601|1201] CRS-(1202] %clusterwareErrStack% See
11gR1 1401]1012) 1402|1602|1603| %alertLogName% for details.

1604)
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Target
Version

Evaluation
and Collection

Frequency

Default Warning
Threshold

Default Critical
Threshold

Alert Text

11gR2,
12c

Every 5 Minutes

CRS-(2412(8000)
8001|8002|8003|
8004|8005|8006]|
8007|8009|80010]
8016|8018|8019]
8020|1601)

CRS-(2402]

2406|2413|2414] %YalertLogName% for details.

1202|1207|1208|
1209|1210|1212]
1213|1214/1215|
1216|1217|1218|
1219|1220|1221]
1223|1229|1231]
1232|1233|1234]
1235|1236|1237|
1238|1239|1305|
1306|1307|1308|
1308|1310|1339)
1402|1403|2301]
2302|2303|2304
2305|2306|2307|
2308|2309|2310]
2311|2312|2313)
2314|2315|2316]|
2317|2318|2319)
2320|2321/2322)
2323|2324\2325|
2326|2327|2330|
2331|2332|2333)
2334|2335|2336]|
2337|2338|2339)
2340|2341]2342)
5601||10100]
10101]10102)
10103|1602)
1603|1604)

%oclusterwareErrStack% See

ORACLE

¢ Note:

After an alert is triggered for this metric, it must be manually cleared.

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Time/Line Number object.

If warning or critical threshold values are currently set for any Time/Line Number

object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Time/Line Number
object, use the Edit Thresholds page.

Data Source
Not available.

User Action
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The required actions are specific to your site.

Oracle High Availability Service Alert Log Error

This metric category provides information about node-specific alerts that are obtained
by mining the CRS alert file on that node. The mined alerts are for the categories of
node-specific Oracle High Availability/Clusterware Stack, CRS Resource, OCR, OLR,
Node Configuration.

Alert Log Name

This metric reports the name and full path of the CRS alert log.

Target Version Collection Frequency
All Versions Every 5 Minutes
Alert Time
This is the timestamp of the alert in the CRS Alert log file.
Target Version Collection Frequency
All Versions Every 5 Minutes

OCR Alert Log Error

This metric collects CRS-1009 messages in the CRS alert log and issues OCR Alert
Log Error type alerts. OCR refers to Oracle Cluster Registry.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
10gR2, Every 5 Minutes CRS-100(1|2|3|4] CRS-(1006| %ocrErrStack% See %alertLogName%
11gR1 5|7) 1008|1010|1011| for details.
1009)
11gR2, Every 5 Minutes CRS-(1021|1022) CRS-(1006] %ocrErrStack% See %alertLogName%
12c 1009|1011|1013| for details.
1015|1016]1017|
1018|1019|1021)

OLR Alert Log Error

The Oracle Local Registry (OLR) Alert Log Error metric collects certain CRS error
messages and issues OLR Alert Log Error type alerts.
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Target Evaluation

Default Warning Default Critical Alert Text

119, 12c

Version and Collection Threshold Threshold
Frequency
10gR2, Every 5 Minutes Not Defined CRS-(2106) %o0lIrErrStack% See %alertLogName%

for details.

CRS Resource Alert Log Error

This resource collects CRS-1203, CRS-1205 and CRS-1206 messages in the CRS
alert log and issues CRS Resource Alert Log Error alerts at a critical level.

Target Evaluation

Default Warning Default Critical Alert Text

11gR1

11gR2, Every 5 Minutes
12c

Version and Collection Threshold Threshold
Frequency
10gR2, Every 5 minutes Not Defined CRS-120(3|5|6) %resourceErrStack% See

%alertLogName% for details.

CRS-(2765|2878) CRS-120(3|5|6)] %resourceErrStack% See
CRS-(2768| %alertLogName% for details.
2769|2771)

Oracle High Availability Service Alert Log Error

This metris displays the node-specific Oracle High Availability/Clusterware Stack
errors from the CRS Alert log file.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
10gR2, Every 5 Minutes CRS-(1601|1201] CRS-(1202] %clusterwareErrStack% See
11gR1 1401|1012) 1402]|1602|1603| %alertLogName% for details.
1604)

ORACLE
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1219|1220|1221]
1223|1229|1231]
1232|1233|1234]
1235|1236|1237|
1238|1239|1305|
1306|1307|1308|
1308|1310|1339)
1402|1403|2301]
2302|2303|2304
2305|2306|2307|
2308|2309|2310]
2311|2312|2313)
2314|2315|2316]|
2317|2318|2319)
2320|2321/2322)
2323|2324\2325|
2326|2327|2330|
2331|2332|2333)
2334|2335|2336]|
2337|2338|2339)
2340|2341]2342)
5601/10100]
10101]10102)
10103|1602)
1603|1604)

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
11gR2, Every 5 Minutes CRS-(2412|8000] CRS-(2402] %clusterwareErrStack% See
12c 8001|8002|8003| 2406|2413|2414| %alertLogName% for details.
8004|8005|8006] 1202|1207|1208|
8007|8009|80010] 1209|1210]1212|
8016|8018|8019| 1213|1214|1215|
8020|1601) 1216]1217|1218|

Witnessed Error Codes

This metric displays the node-specific Oracle High Availability/Clusterware Stack
errors from the CRS Alert log file.

Target Version

Collection Frequency

All Versions

Every 5 Minutes

Node Configuration Alert Log Error

This metric displays the node-specific node configuration errors from the CRS Alert log

file.
Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
10gR2, Every 5 Minutes CRS-180(2|3|4|5) CRS-1607 %nodeErrStack% See
11gR1 %alertLogName% for details.
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Target Evaluation

Default Warning

Default Critical

Alert Text

12c

1803|1804|1113]
1121]1123)

Version and Collection Threshold Threshold
Frequency
11gR2, Every 5 Minutes CRS-(1801|1802| CRS-(1110] %nodeErrStack% See

1111]1112|1116]
1117|1118|1119|
1805|1806|1807|
1809)

%alertLogName% for details.

Time/Line Number

Resource State

This metric category provides information about resources changing states.

State Change

This metric tracks and raises an alert when a resource changes to a state defined in
the thresholds.

This metric displays the timestamp and the line number of the alert in the CRS Alert
log file of that alert.

Target Version

Collection Frequency

Every 5 Minutes

Target Evaluation
Version and Collection
Frequency

Default Warning
Threshold

Default Critical
Threshold

Alert Text

12c

11gR2, Every 30 Minutes

COMPLETE_INT
ERMEDIATE|
PARTIALLY_UNK
NOWN]|
PARTIALLY_OFF
LINE]
PARTIALLY_INTE
RMEDIATE

COMPLETE_UN
KNOWN|
COMPLETE_OF
FLINE|JADD]
DOWN

%ocrs_entity_name% has
%resource_status_alert_count%
instances in
%resource_status_alert_state% State
%resource_status_additional_mesg%

Response

The metrics in this category report the status of the host (whether it is up or down).

Status

ORACLE

This metric indicates whether or not the host is reachable. A host can be unreachable
for various reasons, for example, when the network is down or the Management Agent
on the host is down (which can be because the host itself is shut down).
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Response
Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
All Every 30 Minutes Not Defined 0 Oracle High Availability Service has
Versions problems on this host %CRS_output%
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Cluster

This chapter provides information about the Cluster metrics.
For each metric, it provides the following information:

e Description
e Metric table

The metric table can include some or all of the following: target version, default
collection frequency, default warning threshold, default critical threshold, and alert
text.

Clusterware

The metrics in this metric category provide an overview of the clusterware status for
this cluster, how many nodes in this cluster have problems, and the Cluster Verification
(CLUVFY) utility output for all the nodes of this cluster. Generally, the clusterware is up
if the clusterware on at least one host is up.

Cluster Verification Output

This metric shows the CLUVFY output of clusterware for all nodes of this cluster.
Data Source

The following command is data source for metric where nodel, node2 is the node list
for the cluster:

cluvfy conp crs -n nodel, node2 ...
User Action

Search for the Cluster Verification (CLUVFY) utility in the Oracle Clusterware
Administration and Deployment Guide.

Clusterware Status

This metric shows the overall clusterware status for this cluster. The clusterware is up
if the clusterware on at least one host is up.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
10gR2, Every 5 Minutes 2 0 Clusterware has problems on the
11g, 12c master agent host %CRS_output%

Data Source
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The following command is the data source for metric where nodel and node2 is the
node list for the cluster:

cluvfy conmp crs -n nodel, node2 ...

User Action

Search for the Cluster Verification (CLUVFY) utility in the Oracle Clusterware
Administration and Deployment Guide.

Alert Log Metrics

The metrics in this metric category provide details about the Cluster Alert Log metrics.

There are two Alert Log Metric groups in this category:

* Alert Log Error: This metric group de-duplicates the recurring errors over a period
of time and raises a single alert for the same underlying issue. It is enabled by

default.

»  Clusterware Alert Log: This metric group is an old way of collecting data and
raises alerts with every occurrence. It is disabled by default.

¢ Note:

Both Alert Log Error and Clusterware Alert Log metric groups use the same
source path of the Alert log destination.

Target Version

Alert Log File

10gR2, 11gR1
11gR2
12c, 12cR2

%0OracleHome%/log/%NodeName%/alert%NodeName%.log
%OracleHome%/log/%NodeName%/alert%NodeName%.log
%AdrHome%/trace/alert.log

Alert Log Error

The metrics in this metric category provide details about the Alert Log Error metrics.

Clusterware Service Alert Log Error

This metric collects certain error messages in the CRS alert log at the cluster level.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
10gR2, Every 5 Minutes CRS-1601 Not Defined %clusterwareErrStack%
11gR1 See %alertLogName% for details.
11gR2, Every 5 Minutes CRS-(8011|8013| Not Defined %clusterwareErrStack%
12¢ 8014|8015) See %alertLogName% for details.

ORACLE
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< Note:

Do not modify the default warning and critical thresholds for this metric.

Node Configuration Alert Log Error

This column collects CRS-1607, 1802, 1803, 1804, and 1805 messages from the CRS
alert log at the cluster level, and issues alerts based on the error code.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
10gR2, Every 5 Minutes CRS-180(2|3|4|5) CRS-1607 %nodeErrStack%
11gR1 See %alertLogName% for details.
11gR2, Every 5 Minutes Not Defined CRS-1607 %nodeErrStack%
12c

See %alertLogName% for details.

< Note:

Do not modify the default warning and critical thresholds for this metric.

OCR Alert Log Error

This column collects CRS-1001, 1002, 1003, 1004, 1005, 1006, 1007, 1008, 1010,
and 1011 messages from CRS alert log at the cluster level, and issue alerts based on
the error code.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
10gR2, Every 5 Minutes CRS-100(1]2|3|4] CRS-(1006] %ocrErrStack%
11gR1 57) 1008|1010]1011) ' see %alertLogName% for details.
" Note:

Do not modify the default warning and critical thresholds for this metric.

\Voting Disk Alert Log Error

This column collects CRS-1607, 1802, 1803, 1804, and 1805 messages from the CRS
alert log at the cluster level, and issues alerts based on the error code.
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Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold

Frequency
10gR2, Every 5 Minutes Not Defined CRS-160(4|5|6) %ovotingErrStack%
11gR1

See %alertLogName% for details.
11gR2, Every 5 Minutes Not Defined CRS-160(4|5|6) %votingErrStack%
12c See %alertLogName% for details.

< Note:

Do not modify the default warning and critical thresholds for this metric.

Clusterware Alert Log Metric

The metrics in this metric category provide details about the Cluster Alert Log metrics.

Clusterware Service Alert Log Error

This metric collects certain error messages in the CRS alert log at the cluster level.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
10gR2, — CRS-1601 Not Defined %clusterwareErrStack%
11gR1 See %alertLogName% for details.
11gR2, — CRS-(8011|8013| Not Defined %clusterwareErrStack%
12¢ 8014(8015) See %alertLogName% for details.

< Note:

Do not modify the default warning and critical thresholds for this metric.

Node Configuration Alert Log Error

This column collects CRS-1607, 1802, 1803, 1804, and 1805 messages from the CRS
alert log at the cluster level, and issues alerts based on the error code.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
10gR2, — CRS-180(2|3|4|5) CRS-1607 %nodeErrStack%
11gR1 See %alertLogName for details.
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Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold

Frequency
11gR2, — Not Defined CRS-1607 %nodeErrStack%
12c

See %alertLogName% for details.

" Note:

Do not modify the default warning and critical thresholds for this metric.

OCR Alert Log Error

This column collects CRS-1001, 1002, 1003, 1004, 1005, 1006, 1007, 1008, 1010,
and 1011 messages from CRS alert log at the cluster level, and issue alerts based on
the error code.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
10gR2, — CRS-100(1|2|3|4] CRS-(1006| %ocrErrStack%
11gR1 517) 1008]1010|1011) gee %alertLogName% for details.
# Note:

Do not modify the default warning and critical thresholds for this metric.

Voting Disk Alert Log Error

This column collects CRS-1607, 1802, 1803, 1804, and 1805 messages from the CRS
alert log at the cluster level, and issues alerts based on the error code.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
10gR2, — Not Defined CRS-160(4|5|6) %votingErrStack%
11gR1 See %alertLogName% for details.
11gR2, — Not Defined CRS-160(4]5|6) %ovotingErrStack%
12c

See %alertLogName% for details.

" Note:

Do not modify the default warning and critical thresholds for this metric.
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QoS Events

The metrics in this metric category provide information about the Quality of Service
(QoS) events.

Compliance State

For a database to be managed by Oracle Database QoS Management, the database
must be compliant.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
11gR2, - Not Defined NOT_COMPLIA Server pool %wlm_entity name% has a
12c NT violation. Refer to the Grid Operations
Manager log for details.

Memory Pressure Analysis Risk State

Oracle Database QoS Management detects memory pressure on a server in real time
and redirects new sessions to other servers to prevent using all available memory on
the stressed server.

This metric indicates that the database server is experiencing memory pressure.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
11gR2, - RED Not Defined Server %wlIm_server% is under elevated
12c¢ memory pressure and services on all
instances on this server will be stopped.

QoSM State Change

This metric displays the reason for a change in the Oracle Database QoS
Management state.

Target Evaluation Default Warning Default Critical Alert Text
Version and Collection Threshold Threshold
Frequency
11gR2, - USER_DISABLE EXCEPTION_DI QoSM service is disabled due to
12¢ D SABLED %wlIm_gosm_state%.

Resource State

The metrics in this metric category provide information about the Cluster Resource
State (CRS).

ORACLE 4-6



State Change

This is the CRS resource status change metric.

Chapter 4
Resource State

Target Evaluation
Version and Collection
Frequency

Default Warning
Threshold

Default Critical
Threshold

Alert Text

11gR2, Every 24 Hours
12c

COMPLETE_INT
ERMEDIATE|
PARTIALLY_UNK
NOWN|
PARTIALLY_OFF
LINE|
PARTIALLY_INTE
RMEDIATE

COMPLETE_UN
KNOWN]|
COMPLETE_OF
FLINEJADD|
DOWN

%ocrs_entity_name% has
%resource_status_alert_count%
instances in
%resource_status_alert_state% State
%resource_status_additional_mesg%

ORACLE
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Alert Log

ORACLE

This chapter provides information about the Database Instance metrics.

The metric information includes some or all of the following: metric name, description,
target version, default collection frequency, default warning threshold, default critical
threshold, and alert text.

¢ Note:

Oracle recommends using the DB Alert Log metrics instead of the Alert Log
metrics.

For information about the DB Alert Log metrics, see DB Alert Log.

The metrics in this category are used to create alerts by parsing the database alert
log, for example, data block corruption, terminated session, and so on. The Alert Log
metrics raise an alert containing the Error text and, when relevant, a link to the trace
file for each ORA error that is reported in the alert log that matches the warning or
critical thresholds defined for each category of error returned by the metric as defined
in Metrics and Policy Settings but does not match the Alert Log Filter Expression.

" Note:

The Alert Log and Alert Log Error Status metrics only return ORA errors from
the Alert log. If the error is not an ORA error it will not be recognized by this
metric. If you need to alert for non-ORA errors in the Alert Log it is suggested
that you create a UDM for these purposes. See My Oracle Support Note
735137.1 for details.

Alert Log Filter Expression

The Alert Log Filter Expression is used (at the discretion of the Cloud Control
administrator responsible for that target) to prevent errors that can be ignored resulting
in alerts being raised in Cloud Control. It is a Perl regular expression that is used to
filter all rows returned by the Alert Log metric.

The filtering takes place during the retrieval of errors from the Alert log and therefore
no errors that match the expression are considered by either the Alert Log metric or,
by definition, the Alert Log Error Status metric. Only those errors that do not match the
Alert Log Filter Expression are compared against the Alert Log metric thresholds or
counted for the Alert Log Error Status metric.
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You can configure the Alert Log Filter Expression from several locations in Cloud
Control for each target. For example, to configure the Alert Log Filter Expression, do
one of the following:

e Click the link next to 'Alert Log' under 'Diagnostic Summary' from the DB Target
home page and then click Generic Alert Log Error Monitoring Configuration
under Related Links.

» Use any of the Metrics and Policy Settings pages for configuring the thresholds for
each category of each metric.

" Note:

The Alert Log Filter Expression is set at target level. No matter which page
you use to configure it, you are configuring the same expression.

Alert Log Error Trace File

This metric reports the name of the trace file (if any) associated with the logged error.

Target Version Collection Frequency

All versions Every 15 minutes

Data Source

The following command is the data source for this metric where $ORACLE_HOME refers
to the home of the Oracle Management Agent:

$ORACLE_HOVE/ sysman/ admi n/ scri pts/al ert! og. pl
User Action

No user action is required.

Alert Log Name

This metric reports the name of the alert log file.

Target Version Collection Frequency

All versions Every 15 minutes

Data Source

The following command is the data source for this metric where $ORACLE_HOME refers
to the home of the Oracle Management Agent:

$ORACLE_HOVE/ sysman/ admi n/ scri pts/al ertl og. pl
User Action

No user action is required.
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Archiver Hung Alert Log Error

This metric signifies that the archiver of the database being monitored has been
temporarily suspended since the last sample time.

If the database is running in ARCHIVELOG mode, an alert is displayed when archiving
is hung (ORA-00257 and ORA-16038) messages are written to the ALERT file. The
ALERT file is a special trace file containing a chronological log of messages and
errors.

Target Evaluation Default Default Alert Text

Version Warning Critical
Collection  Threshold Threshold
Frequency

All versions Every 15 Not Defined ORA- The archiver hung at time/line number: %timeLine%.
Minutes

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Time/Line Number object.

If warning or critical threshold values are currently set for any Time/Line Number
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Time/Line Number
object, use the Edit Thresholds page.

Data Source

The following command is the data source for this metric where $ORACLE_HOME
refers to the home of the Oracle Management Agent:

$ORACLE_HOME/sysman/admin/scripts/alertlog.pl
User Action

Examine the ALERT log and archiver trace file for additional information. However,
the most likely cause of this message is that the destination device is out of space
to store the redo log file. Verify the device specified in the initialization parameter
ARCHIVE_LOG_DEST is set up properly for archiving.

" Note:

This event does not automatically clear because there is no automatic way
of determining when the problem has been resolved. Therefore, you must
manually clear the event after the problem is fixed.

Data Block Corruption Alert Log Error

ORACLE

This metric signifies that the database being monitored has generated a corrupted
block error to the ALERT file since the last sample time. The ALERT file is a
special trace file containing a chronological log of messages and errors. An alert
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event is triggered when data block corrupted messages (ORA-01157, ORA-01578, and
ORA-27048) are written to the ALERT file.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

All versions Every 15 Not Defined ORA- A data block was corrupted at time/line number:
Minutes %timeLine%.

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Time/Line Number object.

If warning or critical threshold values are currently set for any Time/Line Number
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Time/Line Number
object, use the Edit Thresholds page.

Data Source

The following command is the data source for this metric where $ORACLE_HOME
refers to the home of the Oracle Management Agent:

$ORACLE_HOME/sysman/admin/scripts/alertlog.pl
User Action

Examine the ALERT log for additional information.

¢ Note:

This event does not automatically clear because there is no automatic way
of determining when the problem has been resolved. Therefore, you must
manually clear the event after the problem is fixed.

Generic Alert Log Error

ORACLE

This metric signifies that the database being monitored has generated errors to the
ALERT log file since the last sample time. The ALERT log file is a special trace file
containing a chronological log of messages and errors. An alert event is triggered
when Oracle Exception (ORA-006xx) messages are written to the ALERT log file. A
warning is displayed when other ORA messages are written to the ALERT log file.

»  For all supported databases monitored by Enterprise Manager release 10.2.0.4
Management Agent:

Alert Log Filter - up to 1024 characters
Warning or Critical Threshold - up to 256 characters

»  For all supported databases monitored by Enterprise Manager release 10.2.0.5
Management Agent:

Alert Log Filter - up to 4000 characters

5-4



Chapter 5
Alert Log

Warning or Critical Threshold - up to 4000 characters

Archiver hung (ORA-00257) and data block corrupted (ORA-01578) messages are
sent out as separate metrics.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
All versions Every 15 ORA-0*(600 Not ORA-error stack (%errCodes%) logged in
Minutes ?|7445| Defined %alertLogName%.
4[0-9][0-9]
[0-9])["0-9]

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Time/Line Number object.

If warning or critical threshold values are currently set for any Time/Line Number
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Time/Line Number
object, use the Edit Thresholds page.

Data Source

The following command is the data source for this metric where $ORACLE_HOME
refers to the home of the Oracle Management Agent:

$ORACLE_HOME/sysman/admin/scripts/alertlog.pl
User Action

Examine the ALERT log for additional information.

¢ Note:

This event does not automatically clear because there is no automatic way
of determining when the problem has been resolved. Therefore, you must
manually clear the event after the problem is fixed.

Media Failure Alert Log Error

This metric represents the media failure alert log error. An alert event is triggered when
messages ORA-01242 and ORA-01243 are written to the ALERT file.

Target Evaluation Default Default Alert Text
Version and Warning Critical

Collection Threshold Threshold

Frequency
All versions Every 15 Not Defined ORA- Media failure was detected at time/line number:

Minutes %timeLine%.

Multiple Thresholds
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For this metric you can set different warning and critical threshold values for each
Time/Line Number object.

If warning or critical threshold values are currently set for any Time/Line Number
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Time/Line Number
object, use the Edit Thresholds page.

Data Source
Not available.
User Action

No user action is required.

Session Terminated Alert Log Error

This metric signifies that a session terminated unexpectedly since the last sample
time. The ALERT file is a special trace file containing a chronological log of messages
and errors. An alert is displayed when session unexpectedly terminated (ORA-00603)
messages are written to the ALERT file.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

All versions Every 15 ORA- Not A session was terminated at time/line number:
Minutes Defined %timeLine%.

ORACLE

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Time/Line Number object.

If warning or critical threshold values are currently set for any Time/Line Number
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Time/Line Number
object, use the Edit Thresholds page.

Data Source

The source for this metric is SORACLE_HOME/sysman/admin/scripts/alertiog.pl
where $ORACLE_HOME refers to the home of the Oracle Management Agent.

User Action

Examine the ALERT log and the session trace file for additional information.

# Note:

This event does not automatically clear because there is no automatic way
of determining when the problem has been resolved. Therefore, you must
manually clear the event after the problem is fixed.
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Alert Log Error Status

< Note:

Oracle recommends that you use DB Alert Log Error Status metrics instead
of Alert Log Error Status metrics.

For information about the DB Alert Log Error Status metrics, see DB Alert
Log Error Status.

The metrics in this category count the number of errors returned in each category by
the Alert Log Error metric after the Alert Log Filter expression has been taken into
account but without taking the thresholds of the Alert Log Error metric into account
and raises an alert if the number is greater than that specified in the Warning or
Critical thresholds for that category. Therefore, it is possible for no alert to be raised
by the Alert Log Error metric but still for the Alert Log Error Status metric to fire (even
if the thresholds defined for the Alert Log Error metric are not matched). For more
information on the Alert Log Filter Expression, see Alert Log Filter Expression.

Archiver Hung Alert Log Error Status

This metric reflects the number of Archiver Hung alert log errors witnessed the last
time Enterprise Manager scanned the Alert Log.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection  Threshold Threshold
Frequency

All versions Every 15 0 Not Archiver hung errors have been found in the alert log.
Minutes Defined

Data Source
The source of this metric is the Alert Log metric.
User Action

Examine the Alert Log.

Data Block Corruption Alert Log Error Status

This metric reflects the number of Data Block Corruption alert log errors witnessed the
last time Enterprise Manager scanned the Alert Log.
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Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

All versions Every 15 0 Not Data block corruption errors have been found in the alert
Minutes Defined log.

Data Source

The source of this metric is the Alert Log metric.

User Action

Examine the Alert Log.

Generic Alert Log Error Status

This metric reflects the number of Generic alert log errors witnessed the last time
Enterprise Manager scanned the Alert Log.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

All versions Every 15 0 Not %value% distinct types of ORA- errors have been found in
Minutes Defined the alert log.

Data Source

The source of this metric is the Alert Log metric.

User Action

Examine the Alert Log.

Media Failure Alert Log Error Status

This metric represents the media failure alert log error status.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

All versions Every 15 0 Not Media failure errors have been found in the alert log.
Minutes Defined

ORACLE

Data Source
Not available.

User Action

No user action is required.
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Session Terminated Alert Log Error Status

This metric reflects the number of Session Terminated alert log errors witnessed the
last time Enterprise Manager scanned the Alert Log.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

All versions Every 15 0 Not Session terminations have been found in the alert log.
Minutes Defined

Data Source
The source of this metric is the Alert Log metric.
User Action

Examine the Alert Log.

Archive Area

This metric category contains the metrics representing the utilization of the archive
areas.

If the database is running in ARCHIVELOG mode, these metrics check for available
redo log destinations. If the database is not running in ARCHIVELOG mode, these
metrics fail to register. For each destination, this metric category returns the total,
used, and free space.

Archive Area Used (%)

ORACLE

The Archive Full (%) metric returns the percentage of space used on the archive area
destination. If the space used is more than the threshold value given in the threshold
arguments, then a warning or critical alert is generated.

If the database is running in ARCHIVELOG mode, these metrics check the space
in the available local redo log destinations. If the database is not running in
ARCHIVELOG mode, these metrics are not applicable. For each local destination,
this metric category returns the total, used, and free space.

" Note:

For databases that are configured to archive to the Fast Recovery Area, the
Archive Area metrics (Archive Area Used(%), Archive Area Used (KB), Free
Archive Area (KB), and Total Archive Area (KB)) are not applicable. Instead,
use the Recovery Area Free Space(%) metric to monitor Fast Recovery Area
usage.
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Archive Area
Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
All Versions Every 15 80 Not %value%%% of archive area %archDir% is used.
Minutes Defined

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Archive Area Destination object.

If warning or critical threshold values are currently set for any Archive Area Destination
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Archive Area
Destination object, use the Edit Thresholds page.

Data Source

If no quota is set for archive area, the percentage is calculated using the UNIX df -k
command.

If a quota is set, the following formula is used:

archive area used (% = (total area used / total archive area) * 100

User Action

Verify the device specified in the initialization parameter LOG_ARCHIVE_DEST is set
up properly for archiving.

There are two methods you can use to specify archive destinations. These
destinations can be setup using Enterprise Manager. For each database target, you
can drill-down to the database Availability tab, and access the Recovery Settings

page.

*  The first method is to use the LOG_ARCHIVE_DEST _n parameter (where n is an
integer from 1 to 10) to specify from one to ten different destinations for archival.
Each numerically-suffixed parameter uniquely identifies an individual destination,
for example, LOG_ARCHIVE_DEST_1, LOG_ARCHIVE_DEST 2, and so on.

e The second method, which allows you to specify a maximum of two locations, is to
use the LOG_ARCHIVE_DEST parameter to specify a primary archive destination
and the LOG_ARCHIVE_DUPLEX_DEST parameter to determine an optional
secondary location.

If the LOG_ARCHIVE_DEST initialization parameter is set up correctly and this
metric triggers, then free up more space in the destination specified by the archive
destination parameters.

Archive Area Used (KB)

This metric represents the total space used (in KB) on the device containing the
archive destination directory.
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< Note:

For databases that are configured to archive to the Fast Recovery Area, the
Archive Area metrics (Archive Area Used(%), Archive Area Used (KB), Free
Archive Area (KB), and Total Archive Area (KB)) are not applicable. Instead,
use the Recovery Area Free Space(%) metric to monitor Fast Recovery Area

usage.
Target Version Collection Frequency
All Versions Every 15 Minutes

Data Source

If no quota is set for archive area, this is calculated through the UNIX df -k command.

total area used = quota_used * db_bl ock_size (in KB)

User Action

Verify the device specified in the initialization parameter LOG_ARCHIVE_DEST is set
up properly for archiving.

There are two methods you can use to specify archive destinations. These
destinations can be setup using Enterprise Manager. For each database target, you
can drill-down to the database Availability tab, and access the Recovery Settings

page.

*  The first method is to use the LOG_ARCHIVE_DEST _n parameter (where n is an
integer from 1 to 10) to specify from one to ten different destinations for archival.
Each numerically-suffixed parameter uniquely identifies an individual destination,
for example, LOG_ARCHIVE_DEST_1, LOG_ARCHIVE_DEST_ 2, and so on.

* The second method, which allows you to specify a maximum of two locations, is to
use the LOG_ARCHIVE_DEST parameter to specify a primary archive destination
and the LOG_ARCHIVE_DUPLEX_DEST parameter to determine an optional
secondary location.

If the LOG_ARCHIVE_DEST initialization parameter is set up correctly and this
metric triggers, then free up more space in the destination specified by the archive
destination parameters.

Free Archive Area (KB)

ORACLE

When running a database in ARCHIVELOG mode, the archiving of the online redo

log is enabled. Filled groups of the online redo log are archived, by default, to

the destination specified by the LOG_ARCHIVE_DEST initialization parameter. If this
destination device becomes full, the database operation is temporarily suspended until
disk space is available.

If the database is running in ARCHIVELOG mode, this metric checks for available redo
log destination devices.

If the database is not running in ARCHIVELOG mode, this metric fails to register.
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< Note:

For databases that are configured to archive to the Fast Recovery Area, the
Archive Area metrics (Archive Area Used(%), Archive Area Used (KB), Free
Archive Area (KB), and Total Archive Area (KB)) are not applicable. Instead,
use the Recovery Area Free Space(%) metric to monitor Fast Recovery Area

usage.
Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection  Threshold Threshold
Frequency
All Versions Every 15 Not Defined Not Archive area %archDir% has %value% free KB remaining.
Minutes Defined

ORACLE

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Archive Area Destination object.

If warning or critical threshold values are currently set for any Archive Area Destination
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Archive Area
Destination object, use the Edit Thresholds page.

Data Source
If the database is in NOARCHIVELOG mode, then nothing is collected.

If the database is in ARCHIVELOG mode, log_archive_destination from v$parameter
is queried to obtain the current list of archivelog destinations. The results are obtained
by directly checking the disk usage (df -kI).

User Action

Verify the device specified in the initialization parameter LOG_ARCHIVE_DEST is set
up properly for archiving.

There are two methods you can use to specify archive destinations. These
destinations can be setup using Enterprise Manager. For each database target, you
can drill-down to the database Availability tab, and access the Recovery Settings

page.

*  The first method is to use the LOG_ARCHIVE_DEST_n parameter (where n is an
integer from 1 to 10) to specify from one to ten different destinations for archival.
Each numerically-suffixed parameter uniquely identifies an individual destination,
for example, LOG_ARCHIVE_DEST_1, LOG_ARCHIVE_DEST_ 2, and so on.

*  The second method, which allows you to specify a maximum of two locations, is to
use the LOG_ARCHIVE_DEST parameter to specify a primary archive destination
and the LOG_ARCHIVE_DUPLEX_DEST parameter to determine an optional
secondary location.

5-12



Chapter 5
Availability Notifications (Server Generated Alert)

If the LOG_ARCHIVE_DEST initialization parameter is set up correctly and this
metric triggers, then free up more space in the destination specified by the archive
destination parameters.

Total Archive Area (KB)

This metric represents the total space (in KB) on the device containing the archive
destination directory.

# Note:

For databases that are configured to archive to the Fast Recovery Area, the
Archive Area metrics (Archive Area Used(%), Archive Area Used (KB), Free
Archive Area (KB), and Total Archive Area (KB)) are not applicable. Instead,
use the Recovery Area Free Space(%) metric to monitor Fast Recovery Area

usage.
Target Version Collection Frequency
All Versions Every 15 Minutes

Data Source

If no quota is set for archive area, the data is calculated through the UNIX df -k
command.

If a quota is set, the following formula is used:

total archive area = quota_size * db_bl ock_size (in KB)

User Action

Oracle recommends that multiple archivelog destinations across different disks be
configured. When at least one archivelog destination gets full, Oracle recommends the
following:

» |If tape is being used, back up archive logs to tape and delete the archive logs.

» If tape is not being used, back up the database and remove obsolete files. This
also removes archive logs that are no longer needed based on the database
retention policy.

« If archivelog destination quota_size is being used, raise the quota_size.

Availability Notifications (Server Generated Alert)

This section provides information on the metrics in the Availability Notifications (Server
Generated Alert) category.

Target Version Evaluation and Collection Frequency

11gR2 and later N/A
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Metric Name Description

Database Down Notifies when a database is down.

Collect SQL Response Time

The metrics in the this category represent the SQL response time.

SQL Response Time (%)

This metric represents the SQL response time.

Target Version Collection Frequency

All Versions Every 5 Minutes

Data Source
Not available.
User Action

No user action is required.

Data Failure

Enterprise Manager uses the metrics in this category to alert you to checker failures
reported in the alert log. It contains the number of checker failures detected. It also
generates a critical alert by default when these problems are found in the alert log.

The alert log file provides this data. It is collected using the perl
script SORACLE_HOME/sysman/admin/scripts/alertlog.pl where $ORACLE_HOME
refers to the home of the Management Agent.

Alert Log Name

ORACLE

This metric reports the name of the alert log file.

Target Version Collection Frequency

11g, 12c Every 5 Minutes

Data Source

The source of the data is SAGENT_BASE/plugins/
oracle.sysman.db.agent.plugin_n.n.n.n/scripts/alertlogAdr.pl.

In the preceding directory path, SAGENT_BASE refers to the home of the Oracle
Management Agent and n.n.n.n refers to the release version of the Oracle Database
plug-in, such as plug-in release 13.1.0.0.

User Action

No user action is required.
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Data Failure Detected

This metric signifies that a database health checker has detected one or more
persistent data failures. Examples of data failures include missing files, corrupt files,
inconsistent files, and corrupt blocks. The alert shows the number of data failures
detected by a checker run. Details of individual data failures can be accessed from the
Perform Recovery page in Enterprise Manager.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

119, 12c Every 5 Not Defined .1 Checker run found %numberOfFailures% new persistent
Minutes data failures.

1 After an alert is triggered for this metric, it must be manually cleared.

Setting Thresholds

To edit the thresholds for any of the following metrics, from the Cloud Control Ul,
right-click the target name, select Monitoring, then Metric and Collection Settings.
The following settings provide examples of some of the possible settings:

*  Warning Threshold: Not Defined; Critical Threshold: .*

In this case, the Management Agent generates a critical error alert in Enterprise
Manager when a data failure occurs.

*  Warning Threshold: .*; Critical Threshold: Not Defined

In this case, the Management Agent generates a warning alert in Enterprise
Manager when a data failure occurs.

* Warning Threshold: Not Defined; Critical Threshold: Not Defined

In this case, the Management Agent does not generate an alert in Enterprise
Manager when a data failure occurs.

Data Source

The source of the data is SAGENT_BASE/plugins/
oracle.sysman.db.agent.plugin_n.n.n.n/scripts/alertlogAdr.pl.

In the preceding directory path, SAGENT_BASE refers to the home of the Oracle
Management Agent and n.n.n.n refers to the release version of the Oracle Database
plug-in, such as plug-in release 13.1.0.0.

User Action

Details of individual data failures can be accessed from the Perform Recovery page in
Enterprise Manager.
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Chapter 5
Data Guard Fast-Start Failover

This event does not automatically clear because there is no automatic way
of determining when the problem has been resolved. Therefore, you must
manually clear the event after the problem is fixed.

Data Guard Fast-Start Failover

This section provides information on the metrics in the Data Guard Fast-Start Failover
category, which generates an alert to notify of a new primary database after a fast-start

failover occurred.

Target Version

Evaluation and Collection Frequency

All versions

Every 5 minutes

Metric Name

Description

Fast-Start Failover

Indicates whether a fast-start failover occurred in the last 15

Occurred minutes.

Last Fast-Start Failover The reason why the fast-start failover occurred.
Reason

Last Fast-Start Failover The timestamp of the last fast-start failover.
Time

Data Guard Fast-Start Failover Observer

The metrics in this category monitor the state of the fast-start failover observer.

Observer Status

This metric generates a critical alert on the primary database if the fast-start failover
(FSFO) configuration is in an unobserved condition, indicating that FSFO is not

currently possible.

Table 5-1 Metric Summary Table

Target Evaluation | Default Default Alert Text
Version and Warning Critical
Collection | Threshold | Threshold
Frequency
All versions | Every 1 Not Defined | Error The Data Guard fast-start failover observer status is
Minute %value%.
User Action

If the Data Guard configuration was configured in Cloud Control to use the automatic
Observer restart feature, the alert will clear after a new observer process is restarted.
Otherwise, determine the cause of the unobserved condition, and restart the Observer

process if necessary.

ORACLE
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Data Guard Performance

The metrics in this category report on Data Guard performance.

Apply Lag (seconds)

This metric displays (in seconds) how far the standby is behind the primary.
This is a database-level metric. For cluster databases, this metric is monitored at the
cluster database target level and not by member instances.

Table 5-2 Metric Summary Table
|

Target Evaluation | Default Default Alert Text

Version and Warning Critical
Collection | Threshold | Threshold
Frequency

All versions | Every 5 Not Defined | Not Defined | The standby database is approximately %value%
Minutes seconds behind the primary database.

Data Source

The source of the data is the v$dataguard_stats(‘apply lag’) view.

Estimated Failover Time (seconds)

This is a database-level metric. For cluster databases, this metric is monitored at the
cluster database target level and not by member instances.

This metric shows the approximate number of seconds required to failover to this
standby database. This accounts for the startup time, if necessary, plus the remaining
time required to apply all the available redo on the standby. If a bounce is not required,
it is only the remaining apply time.

Table 5-3 Metric Summary Table
- ______________________________________________________|

Target Evaluation | Default Default Alert Text

Version and Warning Critical
Collection | Threshold | Threshold
Frequency

All versions | Every 5 Not Defined | Not Defined | The estimated time to failover is approximately %value%
Minutes seconds.

Data Source
The data is derived from the following formula:

v$dataguard_stats (‘estimated startup time','apply finish time','standby has been open’)

Redo Apply Rate (KB/second)

This metric displays the Redo Apply Rate in KB/second on this standby.
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This is a database-level metric. For cluster databases, this metric is monitored at the

cluster database target level and not by member instances.

Table 5-4 Metric Summary Table

Target Evaluation | Default Default Alert Text

Version and Warning Critical
Collection | Threshold | Threshold
Frequency

All versions | Every 5 Not Defined | Not Defined | The redo apply rate is %value% KB/sec.
Minutes

Redo Generation Rate (KB/second)

This is a database-level metric. For cluster databases, this metric is monitored at the

cluster database target level and not by member instances.

Table 5-5 Metric Summary Table

Target Evaluation | Default Default Alert Text

Version and Warning Critical
Collection | Threshold [ Threshold
Frequency

All versions | Every 5 Not Defined | Not Defined | The redo generation rate is %value% KB/sec.
Minutes

Transport Lag (seconds)

The approximate number of seconds of redo not yet available on this standby
database or Far Sync instance. This may be because the redo has not yet been
shipped or there may be a gap.

This is a database-level metric. For cluster databases, this metric is monitored at the

cluster database target level and not by member instances.

Data Source

The data is derived from the following formula:

v$dataguard_stats('transport lag’)

Table 5-6 Metric Summary Table

Target Evaluation | Default Default Alert Text

Version and Warning Critical
Collection | Threshold | Threshold
Frequency

All versions | Every 5 Not Defined | Not Defined | The standby database is approximately %value%
Minutes seconds behind the primary database.

ORACLE
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Transport Lag Data Refresh Time

Transport Lag metrics are computed based on data that is periodically received from
the primary database. An unchanging value in this column across multiple queries
indicates that the standby database or the Far Sync instance is not receiving data from
the primary database.

Data Source

DATUM_TIME in v$dataguard_stats

Data Guard Status

The metrics in this category check the status, data not received, and data not applied
for the databases in the Data Guard configuration.

Data Guard Status

This is a database-level metric. For cluster databases, this metric is monitored at the
cluster database target level and not by member instances.

Use the Data Guard Status metric to check the status of each database in the Data
Guard configuration.

By default, a critical and warning threshold value is set for this metric column. Alerts
will be generated when threshold values are reached. You can edit the value for a
threshold as required.

Table 5-7 Metric Summary Table

Target Evaluation | Default Default Alert Text
Version and Warning Critical
Collection | Threshold | Threshold
Frequency
All versions | Every 5 Warning Error The Data Guard status of %dg_name% is %value%.
Minutes
User Action

1. Check the Edit Properties General page for the primary and standby databases for
detailed information.

2. Examine the database alert logs and the Data Guard broker logs for additional
information.

Database Files

The metrics in this category represent the average file read time and average file write
time for the database files.

ORACLE
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Average File Read Time (centi-seconds)

This metric represents the average file read time, measured in hundredths of a
second.

Target Server Default Default Alert Text
Version Evaluation Warning Critical
Frequency Threshol Threshol
d d
10g, 119, Every 10 Not Not The Management Agent generates the alert text.
12c Minutes Defined Defined

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each File
Name object.

If warning or critical threshold values are currently set for any File Name object, those
thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each File Name object,
use the Edit Thresholds page.

Data Source
Not available.

User Action

View the latest Automatic Database Diagnostic Monitor (ADDM) report. For a more
detailed analysis, run ADDM from the Advisor Central link on the Database Home

page.

Average File Write Time (centi-seconds)

This metric represents the average file write time, measured in hundredths of a

second.

Target Server Default Default Alert Text
Version Evaluatio Warning Critical

n Threshol Threshol

Frequenc d d

y
10g, 11g, Every 10 Not Not The Management Agent generates the alert text.1
12c Minutes Defined Defined

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.

ORACLE

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each File
Name object.
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If warning or critical threshold values are currently set for any File Name object, those
thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each File Name object,
use the Edit Thresholds page.

Data Source
Not available.
User Action

View the latest Automatic Database Diagnostic Monitor (ADDM) report. For a more
detailed analysis, run ADDM from the Advisor Central link on the Database Home

page.

Database Job Status

The metrics in this category represent the health of database jobs registered through
the DBMS_SCHEDULER interface.

Broken Job Count

The Oracle Server job queue is a database table that stores information about local
jobs such as the PL/SQL call to execute for a job such as when to run a job. Database
replication is also managed by using the Oracle job queue mechanism using jobs to
push deferred transactions to remote master sites, to purge applied transactions from
the deferred transaction queue or to refresh snapshot refresh groups.

A job can be broken in two ways:

» Oracle failed to successfully execute the job after a specified number of attempts
(defined in the job).

* The job is explicitly marked as broken by using the procedure DBMS_
JOB.BROKEN.

This metric checks for broken DBMS jobs. A critical alert is generated if the number of
broken jobs exceeds the value specified by the threshold argument.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection  Threshold Threshold
Frequency

All Versions Every 5 0 Not %value% job(s) are broken.
Minutes Defined

Data Source

The data is derived from the following formula:

SUM br oken)
FROM ( SELECT DECODE( br oken, 'N, 0, 1) broken
FROM dba_j obs
UNI ON ALL
SELECT DECODE( STATE, 'BROKEN, 1, 0) broken
FROM dba_schedul er _j obs
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User Action

From the Cloud Control console, check the Scheduler Job History page or query the
ALL_SCHEDULER_JOB_RUN_DETAILS view for error information.

Correct the problem that is preventing the job from running. Force immediate re-
execution of the job by calling DBMS_SCHEDULER.RUN.

Failed Job Count

The Oracle Server job queue is a database table that stores information about local
jobs such as the PL/SQL call to execute for a job such as when to run a job. Database
replication is also managed by using the Oracle job queue mechanism using jobs to
push deferred transactions to remote master sites, to purge applied transactions from
the deferred transaction queue or to refresh snapshot refresh groups.

If a job returns an error while Oracle is attempting to execute it, the job fails. Oracle
repeatedly tries to execute the job doubling the interval of each attempt. If the job fails
after a specified number of times (specified in the job definition), Oracle automatically
marks the job as broken and no longer tries to execute it.

This metric checks for failed DBMS jobs. An alert is generated if the number of failed
job exceeds the value specified by the threshold argument.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

All Versions Every 5 0 Not %value% job(s) are broken.
Minutes Defined

Data Source
The data is derived from the following formula:

SELECT SUMf ai | ed)
FROM ( SELECT DECODE(NVL(failures,0), 0, 0, 1) failed
FROM dba_j obs
UNI ON ALL
SELECT
DECODE( STATUS , ' FAI LED , DECODE( STATE, ' BROKEN , 0, ' DI SABLED , 0, 1), 0) failed FROM
( SELECT al | _j obs. OANER,
al | _j obs. JOB_NAME,
al | _runs. STATUS,
al | _j obs. STATE
FROM ( SELECT OWRER,
JOB_NAME, MAX(ACTUAL_START_DATE) AS
START_DATE
FROM DBA_SCHEDULER_JOB_RUN_DETAI LS
GROUP BY OMNER, JOB_NAME) |ast_run ,
DBA_SCHEDULER JOB_RUN DETAILS al | _runs,
DBA_SCHEDULER JOBS al | _j obs
VWHERE al | _runs. OANER( +) =al | _j obs. OANER
AND al | _runs. JOB_NAME(+) =al | _j obs. JOB_NAME
AND | ast _run. OMNER(+) =al | _j obs. OANER
AND | ast _run. JOB_NAME(+) =al | _j obs. JOB_NAME
AND al | _runs. ACTUAL_START_DATE=I| ast _run. START_DATE))
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User Action

From the Cloud Control console, check the Scheduler Job History page or query
the ALL_SCHEDULER_JOB_RUN_DETAILS view for error information. Correct the
problem that is preventing the job from running.

Database Limits

The metrics in this category represent the percentage of resource limitations at which
the Oracle Server is operating.

Current Logons Count

This metric represents the current number of logons.

" Note:

Unlike most metrics, which accept thresholds as real numbers, this metric
can only accept an integer as a threshold.

Target Collection Default Default Alert Text
Version Frequency Warning Critical
Threshol Threshol
d d
10g, 11g, Every 10 Not Not The Management Agent generates the alert text.
12¢ minutes Defined Defined

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text

Data Source
The data is derived from the current logins.
User Action

View the latest Automatic Database Diagnostic Monitor (ADDM) report. For a more
detailed analysis, run ADDM from the Advisor Central link on the Database Home

page.

Current Open Cursors Count

This metric represents the current number of opened cursors.

" Note:

Unlike most metrics, which accept thresholds as real numbers, this metric
can only accept an integer as a threshold.

ORACLE 5-23



Chapter 5
Database Limits

Target Collection Default Default Alert Text
Version Frequency Warning Critical
Threshol Threshol
d d
10g, 119, Every 10 Not Not The Management Agent generates the alert text.
12c minutes Defines Defined

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text

Data Source
The data is derived from the current open cursors.
User Action

View the latest Automatic Database Diagnostic Monitor (ADDM) report. For a more
detailed analysis, run ADDM from the Advisor Central link on the Database Home

page.

Lock Limit Usage (%)

The DML_LOCKS initialization parameter specifies the maximum number of DML
locks. The purpose of DML locks is to guarantee the integrity of data being

accessed concurrently by multiple users. DML locks prevent destructive interference of
simultaneous conflicting DML and/or DDL operations.

This metric checks for the utilization of the lock resource against the values
(percentage) specified by the threshold arguments. If the percentage of all active DML
locks to the limit set in the DML_LOCKS initialization parameter exceeds the values
specified in the threshold arguments, then a warning or critical alert is generated.

If DML_LOCKS is 0, this test fails to register. A value of O indicates that enqueues are
disabled.

Version and

Target Evaluation Default Default Alert Text

Collection Threshold Threshold

Warning Critical

Frequency
8i, 9i Every 15 Not Defined Not %target% has reached %value%%% of the lock limit.
Minutes Defined

ORACLE

Data Source
The data is derived from the following formula:

SELECT resource_nane nane,
100*DECODE(initial _allocation, ' UNLIMTED , 0, current_utilization /
initial_allocation) usage

FROM v$resource_limt

WHERE LTRI M Iimit_val ue)
I="0" AND LTRIMinitial _allocation) !="0" AND resource_nanme = 'dnl _| ocks'

User Action

Increase the DML_LOCKS instance parameter by 10%.

5-24



Chapter 5
Database Limits

Process Limit Usage (%)

The PROCESSES initialization parameter specifies the maximum number of operating
system user processes that can simultaneously connect to a database at the same
time. This number also includes background processes utilized by the instance.

This metric checks for the utilization of the process resource against the values
(percentage) specified by the threshold arguments. If the percentage of all current
processes to the limit set in the PROCESSES initialization parameter exceeds the
values specified in the threshold arguments, then a warning or critical alert is
generated.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection  Threshold Threshold
Frequency
8i, 9i Every 15 Not Defined Not %target% has reached %value%%% of the process limit.
Minutes Defined
Target Collection Default Default Alert Text
Version Frequency Warning Critical
Threshol Threshol
d d
109,119, Every 10 Not Not The Management Agent generates the alert text.1
12c Minutes Defined Defined

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.

ORACLE

Data Source
Depending on your release, one of the following derives the data:

e Oracle 9i Release 2 and earlier

SELECT usage
FROM (sel ect RESOURCE_NAME nane, 100*DECODE(initial _allocation,'
UNLIM TED , 0, current _utilization /
initial_allocation) usage
fromv$resource_lint

where LTRIMIimt_value) !="0" and LTRIMinitial_allocation) !="0'
and resource_name in ('dnl _locks', 'processes', 'sessions')
union all

select 'user' nane
, 100* DECODE( sessi ons_max, 0, 0, sessi ons_current/sessi ons_nax) usage
fromvs$license

)

order by name
e Oracle 10g and later

The fifth column provides process usage. You can get this information from
the inst_perf.xmlp file located in the plug-in installation directory (plugins/
oracle.sysman.db.agent.plugin_version/metadata).

SELECT /*+ ORDERED */
TO CHAR( FROM TZ( CAST(mend_time AS TI MESTAMP),
TO CHAR(systimestanp, 'tzr') )
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AT TI ME ZONE sessi onti nezone,

" YYYY- MVt DD HH24: M : SS'),

SUM CASE WHEN a.internal _netric_name = 'l ogons'
THEN m val ue ELSE 0 END) | ogons,

SUM CASE WHEN a.internal _netric_name = 'opencursors'
THEN m val ue ELSE 0 END) opencursors,

SUM CASE WHEN a.internal _metric_nane = 'user_limt'
THEN mval ue ELSE 0 END) user linmit,

SUM CASE WHEN a.internal _metric_name = 'process_usage'
THEN m val ue ELSE 0 END) process_usage,

SUM CASE WHEN a.internal _metric_name = 'session_usage'
THEN m val ue ELSE 0 END) session_usage

FROM v$al ert _types a, v$threshold_types t, vSsysmetric m

WHERE a.internal _metric_category = 'Database_Resource_Usage'

AND a.reason_id = t.alert_reason_id
AND t.metrics_id = mmetric_id

AND mgroup_id = 2

AND :1 !'="BASIC

AND m end_time <= SYSDATE

GROUP BY mend_time

ORDER BY mend_time ASC

User Action

Verify that the current PROCESSES instance parameter setting has not exceeded the
operating system-dependent maximum. Increase the number of processes to be at
least 6 + the maximum number of concurrent users expected to sign in to the instance.

Session Limit Usage (%)

The SESSIONS initialization parameter specifies the maximum number of concurrent
connections that the database will allow.

This metric checks for the utilization of the session resource against the values
(percentage) specified by the threshold arguments. If the percentage of the number
of sessions, including background processes, to the limit set in the SESSIONS
initialization parameter exceeds the values specified in the threshold arguments, then
a warning or critical alert is generated.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
8i, 9i Every 15 Not Defined Not %target% has reached %value%%% of the session limit.
Minutes Defined
Target Collection Default Default Alert Text
Version Frequency Warning Critical
Threshol Threshol
d d
10g, 11g, Every 10 Not Not The Management Agent generates the alert text.
12c Minutes Defined Defined

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.

ORACLE
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Data Source
The data is derived from the following formula:

SELECT resource_nane nane,
100*DECODE(initial _allocation, ' UNLIMTED, O, current_utilization) !'="'0
AND resource_name = 'sessions'

User Action

Increase the SESSIONS instance parameter. For XA environments, confirm that
SESSIONS is at least 2.73 * PROCESSES. For shared server environments, confirm
that SESSIONS is at least 1.1 * maximum number of connections.

User Limit Usage (%)

The LICENSE_MAX_SESSIONS initialization parameter specifies the maximum
number of concurrent user sessions allowed simultaneously.

This metric checks whether the number of users logged on is reaching the license
limit. If the percentage of the number of concurrent user sessions to the limit

set in the LICENSE_MAX_SESSIONS initialization parameter exceeds the values
specified in the threshold arguments, then a warning or critical alert is generated. If
LICENSE_MAX_SESSIONS is not explicitly set to a value, the test does not trigger.

" Note:

This metric is most useful when session licensing is enabled. Refer
to the Oracle Server Reference Manual for more information on
LICENSE_MAX_SESSIONS and LICENSE_MAX_USERS.

< Note:

Unlike most metrics, which accept thresholds as real numbers, this metric
can only accept an integer as a threshold.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
8i, 9i Every 15 Not Defined Not %target% has reached %value%%% of the user limit.
Minutes Defined
Target Collection Default Default Alert Text
Version Frequency Warning Critical
Threshol Threshol
d d
10g, 119, Every 10 Not Not The Management Agent generates the alert text.
12c Minutes Defined Defined

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text

ORACLE
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Data Source

The data is derived from the following formula:

SELECT 'user' nane,
100* DECODE( sessi on_max, 0, 0, sessions_current/session_max) usage
FROM v$l i cense

User Action

This typically indicates that the license limit for the database has been reached. You
must acquire additional licenses, then increase LICENSE_MAX_ SESSIONS to reflect
the new value.

Database Replay

The metrics in this category show the current status (on/off) of database workload
capture and replay.

Workload Capture Status

This metric shows if the database workload capture is in progress.
This metric is available for Oracle Database 11g Release 2 and Oracle Database 12c.
Data Source

The source of the data is the server-generated alert triggered by the target database
when a capture is started.

User Action

No user action is required.

Workload Replay Status

This metric shows if database workload replay is in progress.
This metric is available for Oracle Database 11g Release 2 and Oracle Database 12c.
Data Source

The source of the data is the server-generated alert triggered by the target database
when a replay is started.

User Action

No user action is required.

Database Replay Client

ORACLE

The metrics in this category show the resource usage of the replay clients during
database workload replay.
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Average I/O Latency (milliseconds)

This metric reflects the average response time for a single I/O for a database replay
client.

The following table shows how often the metric's value is collected.

Target Version Collection Frequency

11gR2, 12c null

Data Source

The source of the data is the server-generated alert triggered by the target database
when an alarming condition is detected in a replay client.

User Action

Run the calibrate utility of the replay client and restart a replay with the suggested
number of replay clients, distributed between machines with the necessary capacity.

Replay Threads (%) Performing 1/0

This metric represents the number of replay client connections performing 1/O
operation concurrently.

The rest of the information in this section is only valid for this metric when it appears
in either the Enterprise Manager Cloud Control or the Enterprise Manager Database
Control (if applicable).The following table shows how often the metric's value is
collected.

Target Version Collection Frequency

11gR2, 12¢ null

Data Source

The source of the data is the server-generated alert triggered by the target database
when an alarming condition is detected in a replay client.

User Action

Run the calibrate utility of the replay client and restart a replay with the suggested
number of replay clients, distributed between machines with the necessary capacity.

Replay Threads (%) Using CPU

ORACLE

This metric represents the number of replay client connections using the CPU
concurrently.

Target Version Collection Frequency

11gR2, 12c null

Data Source
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The source of the data is the server-generated alert triggered by the target database
when an alarming condition is detected in a replay client.

User Action

Run the calibrate utility of the replay client and restart a replay with the suggested
number of replay clients, distributed between machines with the necessary capacity.

Database Services

The metrics in this category include the service CPU time and service response time.

Service CPU Time (per user call) (microseconds)

This metric represents the average CPU time, in microseconds, for calls to a particular
database service.

Target Server Collection Default Default Alert Text
Version Evaluatio Frequency Warning Critical
n Threshol Threshol
Frequenc d d
y
10g, 11g, Every 10 minutes Not Not The Management Agent generates the alert text.
12c Minute Defined Defined

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Service Name object.

If warning or critical threshold values are currently set for any Service Name object,
those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Service Name
object, use the Edit Thresholds page.

Data Source
Not available.
User Action

View the latest Automatic Database Diagnostic Monitor (ADDM) report. For a more
detailed analysis, run ADDM from the Advisor Central link on the Database Home

page.

Service Response Time (per user call) (microseconds)

This metric represents the average elapsed time, in microseconds, for calls to a
particular database service.
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Target Server Collection Default Default Alert Text
Version Evaluatio Frequency Warning Critical
n Threshol Threshol
Frequenc d d
y
10g, 119, Every 10 minutes Not Not The Management Agent generates the alert text.1
12c Minute Defined Defined

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Service Name object.

If warning or critical threshold values are currently set for any Service Name object,
those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Service Name
object, use the Edit Thresholds page.

Data Source
Not available.
User Action

View the latest Automatic Database Diagnostic Monitor (ADDM) report. For a more
detailed analysis, run ADDM from the Advisor Central link on the Database Home

page.

Database Vault Attempted Violations - Command Rules

The metrics in this category monitor violation attempts against the Database Vault
database.

Database Vault Attempted Violations Count - Command Rules

This metric is used to enable Database Vault Security Analyst to keep a watch on
the violation attempts against the Database Vault database. Database Vault Security
Analysts can pick the command rules that they would like to get alerted on and even
further filter them based on the different types of attempts by mentioning different
thresholds to match SQL commands causing the violations.

This metric is not enabled out of the box. You must enable it from Metrics and Policy
Settings page. By default, this metric is collected every 1 hour, but you can change the
collection frequency.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
9iR2, 10g, Every Hour Not Defined Not %ACTION_OBJECT_NAME% got violated at
11g, 12c Defined %VIOLATIONTIMESTAMP%
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Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
unique combination of Database Vault Command Rule and Violation Time objects.

If warning or critical threshold values are currently set for any unique combination of
Database Vault Command Rule and Violation Time objects, those thresholds can be
viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each unique combination
of Database Vault Command Rule and Violation Time objects, use the Edit Thresholds

page.
Data Source

The attempted violations are picked up from the target's database vault audit trail. Only
audit entries related to a command rule, which represent failed attempts to execute

a SQL, are selected. Specified thresholds should match the SQL command causing
command rule violation.

User Action

To know more about the violations, for example, the command that was violated, which
database user triggered the violation, what action triggered this violation, and at what
time this violation happened, login to the target's Database Vault Home Page and use
the Attempted Violations charts.

Database Vault Attempted Violations - Realms

The metrics in this category monitor the violation attempts against the Database Vault
database.

Database Vault Attempted Violations - Realms

This metric is used to enable Database Vault Security Analyst to keep a watch on
the violation attempts against the Database Vault database. Database Vault Security
Analysts can pick the realms that they would like to get alerted on and even further
filter them based on the different types of attempts by mentioning different thresholds
to match SQL commands causing the violations.

This metric is not enabled out of the box. You must enable it from Metrics and Policy
Settings page. By default, this metric is collected every 1 hour, but you can specify the
collection frequency.

Target Evaluation Default Default Alert Text
Version and Warning Critical

Collection Threshold Threshold

Frequency

9iR2, 10g, Every Hour
11g, 12c

Not Defined Not
Defined

%ACTION_OBJECT _NAME% got violated at
%VIOLATIONTIMESTAMP%

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each

unique combination of Database Vault Realm and Violation Time objects.

ORACLE
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If warning or critical threshold values are currently set for any unique combination of
Database Vault Realm and Violation Time objects, those thresholds can be viewed on
the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each unique combination
of Database Vault Realm and Violation Time objects, use the Edit Thresholds page.

Data Source

The attempted violations are picked up from the target's Database Vault audit trail.
Only audit entries related to realms, which represent failed attempts to execute a SQL,
are selected. Specified thresholds should match the SQL command causing command
rule violation.

User Action

To know more about the violations, for example, the realm that was violated, which
database user triggered the violation, what action triggered this violation, and at what
time this violation happened, login to the target's Database Vault Home Page and use
the Attempted Violations charts.

Database Vault Configuration Issues - Command Rules

The metrics in this category track users' actions and raise alerts when there is a
misconfiguration on a command rule that requires administrator attention.

DV (Command Rule) - Configuration Issue Count

After the Database Vault policies are defined and configured to protect the database,
further user actions over the course of time can disturb these configurations. This
metric tracks the users' actions and raises an alert when there is a misconfiguration on
a Command Rule that needs administrator attention. This metric is enabled out of the
box. By default this metric is collected every 1 hour, but you can change the collection
frequency.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
9iR2, 10g, Every Hour Not Defined 0 %ACTION_OBJECT_NAME% has configuration issues.
119, 12c
Multiple Thresholds
For this metric you can set different warning and critical threshold values for each
Database Vault Command Rule object.
If warning or critical threshold values are currently set for any Database Vault
Command Rule object, those thresholds can be viewed on the Metric Detail page
for this metric.
To specify or change warning or critical threshold values for each Database Vault
Command Rule object, use the Edit Thresholds page.
Data Source
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The configuration issues are picked from scanning the realm and command rule
definitions.

User Action

To know the cause of the command rule misconfiguration, navigate to the target's
Database Vault Home page, launch Database Vault Administrator, and view the
Database Vault Configuration Issues Reports. These alerts are automatically cleared
when the configuration issue is resolved.

Database Vault Configuration Issues - Realms

The metrics in this category track users' actions and raise alerts when there is a
misconfiguration on a realm that requires administrator attention.

Database Vault Configuration Issues Count - Realms

After the Database Vault policies are defined and configured to protect the database,
further user actions over the course of time can disturb these configurations. This
metric tracks the users' actions and raises an alert when there is a misconfiguration
on a Realm that needs administrator attention. This metric is enabled out of the box.
By default this metric is collected every 1 hour, but you can change the collection
frequency.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
9iR2, 10g, Every Hour Not Defined 0 %ACTION_OBJECT_NAME% has configuration issues.

119, 12c

ORACLE

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Database Vault Realm object.

If warning or critical threshold values are currently set for any Database Vault Realm
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Database Vault
Realm object, use the Edit Thresholds page. See Editing Thresholds for information on
accessing the Edit Thresholds page.

Data Source
The configuration issues are picked from scanning the realm and ruleset definitions.
User Action

To know the cause of the realm misconfiguration, navigate to the target's Database
Vault Home page, launch Database Vault Administrator, and view the Database
Vault Configuration Issues Reports. These alerts are automatically cleared when the
configuration issue is resolved.
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Database Vault Policy Changes

The metrics in this category track the Database Vault policies.

Database Vault Policy Changes Count

After the Database Vault policies are defined, further changes to it is tracked by this
metric. On any changes to the Database Vault policies, this metric will raise an alert.
This metric is enabled out of the box. By default this metric is collected every 1 hour,
but you can change the collection frequency.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
9iR2, 10g, Every Hour Not Defined 0 %POLICY_CATEGORY_NAMES% has Policy changes

119, 12c

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
unigue combination of DV Policy Change Category and DV Policy Change Time
objects.

If warning or critical threshold values are currently set for any unique combination of
DV Policy Change Category and DV Policy Change Time objects, those thresholds
can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each unique combination
of DV Policy Change Category and DV Policy Change Time objects, use the Edit
Thresholds page. See Editing Thresholds for information on accessing the Edit
Thresholds page

Data Source

The policy changes are picked up from scanning the records in the Database Audit
Trail related to Database Vault Schemas.

User Action

To know more about the policy changes, for example which object was changed,
which database user changed the policy, what was the user action, and at what time
this policy was changed, login to the target's Database Vault Home Page and view the
Policy Changes Report.

DB Alert Log

ORACLE

The metrics in this category are used to create alerts by parsing the database alert log,
for example, data block corruption, terminated session, and so on. The DB alert log
metrics raise an alert containing the error text and, when relevant, a link to the trace
file for each ORA error that is reported in the alert log that matches the warning or
critical thresholds defined for each category of error returned by the metric as defined
in the Metrics and Policy Settings but does not match the Alert Log Filter Expression.
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< Note:

If there is more than one ORA-error with the same error code or combination
of error codes in one collection, only one error is uploaded. Duplicates are
eliminated. De-duplication of recurring events for the same issue into a single
event across collections is done alone for this metric.

Alert Log Filter Expression

The Alert Log Filter Expression is used (at the discretion of the Cloud Control
administrator responsible for that target) to prevent errors that can be ignored resulting
in alerts being raised in Cloud Control. It is a Perl regular expression that is used to
filter all rows returned by the Alert Log metric

The filtering takes place during the retrieval of errors from the Alert log and therefore
no errors that match the expression are considered by either the Alert Log metric or,
by definition, the Alert Log Error Status metric. Only those errors that do not match the
Alert Log Filter Expression are compared against the Alert Log metric thresholds or
counted for the Alert Log Error Status metric.

You can configure the Alert Log Filter Expression from several locations in Cloud
Control for each target. To configure the Alert Log Filter Expression, do either of the
following:

*  Click the link next to Alert Log under Diagnostic Summary from the DB Target
home page and then click Generic Alert Log Error Monitoring Configuration
under Related Links.

» Use any of the Metrics and Policy Settings pages for configuring the thresholds
for each category of each metric.

Archiver Hung Alert Log Error

This metric signifies that the archiver of the database being monitored has been
temporarily suspended since the last sample time.

If the database is running in ARCHIVELOG mode, an alert is displayed when archiving
is hung (ORA-00257 and ORA-16038) messages are written to the ALERT file. The
ALERT file is a special trace file containing a chronological log of messages and
errors.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

All versions Every 15 Not Defined ORA- The archiver hung at time/line number: %timeLine%.
minutes

ORACLE

Data Source

The source of the data is $ORACLE_HOVE/ sysman/ adm n/ scri pts/al ertl og. pl
where $ORACLE_HOME refers to the home of the Oracle Management Agent.

User Action
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Examine the ALERT log and archiver trace file for additional information. However,
the most likely cause of this message is that the destination device is out of space
to store the redo log file. Verify the device specified in the initialization parameter
ARCHI VE_LOG DEST is set up properly for archiving.

# Note:

This event does not automatically clear because there is no automatic way
of determining when the problem has been resolved. Therefore, you must
manually clear the event after the problem is fixed.

Data Block Corruption Alert Log Error

This metric signifies that the database being monitored has generated a corrupted
block error to the ALERT file since the last sample time. The ALERT file is a

special trace file containing a chronological log of messages and errors. An alert

event is triggered when data block corrupted messages (ORA-01157, ORA-01578, and
ORA-27048) are written to the ALERT file.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

All versions Every 15 Not Defined ORA- A data block was corrupted at time/line number:
minutes %timeLine%.

Data Source

The source of the data is $ORACLE_HOME/ sysnan/ adm n/ scripts/al ertl og. pl
where $ORACLE_HOME refers to the home of the Oracle Management Agent.

User Action

Examine the ALERT log for additional information.

# Note:

This event does not automatically clear because there is no automatic way
of determining when the problem has been resolved. Therefore, you must
manually clear the event after the problem is fixed.

Generic Alert Log Error

ORACLE

This metric signifies that the database being monitored has generated errors to the
ALERT log file since the last sample time. The ALERT log file is a special trace file
containing a chronological log of messages and errors. An alert event is triggered
when Oracle Exception (ORA-006xx) messages are written to the ALERT log file. A
warning is displayed when other ORA messages are written to the ALERT log file.
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»  For all supported databases monitored by Enterprise Manager release 10.2.0.4
Management Agent:

Alert Log Filter - up to 1024 characters
Warning or Critical Threshold - up to 256 characters

»  For all supported databases monitored by Enterprise Manager release 10.2.0.5
Management Agent:

Alert Log Filter - up to 4000 characters
Warning or Critical Threshold - up to 4000 characters

Archiver hung (ORA-00257) and data block corrupted (ORA-01578) messages are
sent out as separate metrics.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
All versions Every 15 ORA-0*(600 Not ORA-error stack (%errCodes%) logged in
minutes ?|7445] Defined %alertLogName%.
4[0-9][0-9]
[0-9])["0-9]

Media Failure Alert Log Error

This metric indicates that the database being monitored has generated a media failure
error to the ALERT file since the last sample time.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

All versions Every 15 Not Defined ORA- Media failure was detected at time/line number:
minutes %timeLine%.

Session Terminated Alert Log Error

This metric indicates that the database being monitored has generated a session
terminated message to the ALERT file since the last sample time.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

All versions Every 15 ORA- Not A session was terminated at time/line number:
minutes Defined %timeLine%.

DB Alert Log Error Status

The metrics in this category count the number of errors returned in each category by
the DB Alert Log Error metric after the Alert Log Filter expression has been taken into
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account but without taking the thresholds of the DB Alert Log Error metric into account
and raises an alert if the number is greater than that specified in the Warning or Critical
thresholds for that category. Therefore, it is possible for no alert to be raised by the
metrics in the DB Alert Log Error category but still for the DB Alert Log Error Status
metric to fire (even if the thresholds defined for the DB Alert Log Error metric are not
matched).

Archiver Hung Alert Log Error Status

This metric reflects the number of Archiver Hung alert log errors witnessed the last
time Enterprise Manager scanned the Alert Log.

Target Evaluatio Default Default Alert Text

Version nand Warning Critical

Collectio Threshol Thresho

n d Id

Frequen

cy
All Every15 0 Not %value% distinct types of ORA- errors have been
versions minutes Defined found in the alert log.

Data Block Corruption Alert Log Error Status

This metric reflects the number of Data Block Corruption alert log errors witnessed the
last time Enterprise Manager scanned the Alert Log.

Target Evaluatio Default Default Alert Text

Version nand Warning Critical

Collectio Threshol Thresho

n d Id

Frequen

cy
All Every15 0 Not Data block corruption errors have been found in
versions minutes Defined the alert log.

Generic Alert Log Error Status

ORACLE

This metric reflects the number of Generic alert log errors witnessed the last time
Enterprise Manager scanned the Alert Log.

Target Evaluatio Default Default Alert Text

Version nand Warning Critical

Collectio Threshol Thresho

n d Id

Frequen

cy
All Every15 0 Not %value% distinct types of ORA- errors have been
versions  minutes Defined found in the alert log.
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Media Failure Alert Log Error Status

This metric represents the media failure alert log error status.

Target Evaluatio Default Default Alert Text

Version nand Warning Critical

Collectio Threshol Thresho

n d Id

Frequen

cy
All Every15 0 Not Media failure errors have been found in the alert
versions minutes Defined log.

Session Terminated Alert Log Error Status

This metric reflects the number of Session Terminated alert log errors witnessed the
last time Enterprise Manager scanned the Alert Log.

Target Evaluatio Default Default Alert Text

Version nand Warning Critical

Collectio Threshol Thresho

n d Id

Frequen

cy
All Every15 0 Not Session terminations have been found in the alert
versions minutes Defined log.

DB Managed by Single Instance

The metrics in this category collect the configuration information for an Oracle
Database for Single Instance High Availability (HA) registration.

CRS Home Directory

This metric reports on the Oracle Home directory if a Single Instance HA is installed on
the machine.

DB Managed by Single Instance HA

This metric indicates whether the database is managed by Single Instance HA. If the
Oracle Database is not managed by Single Instance HA, indicates if a Single Instance
HA is available for Oracle Database registration.

Deferred Transactions

The metrics in this category are associated with this distributed database's deferred
transactions.
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Deferred Transaction Count

Oracle uses deferred transactions to propagate data-level changes asynchronously
among master sites in an advanced replication system as well as from an updatable
shapshot to its master table.

This metric checks for the number of deferred transactions. An alert is generated
if the number of deferred transactions exceeds the value specified by the threshold
argument.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

All Versions Every 5 100 Not Number of deferred transactions is %value%.
Minutes Defined

Data Source
The source of the data is the following formula:

SELECT count (*) FROM sys. deftran

User Action

When the advanced replication facility pushes a deferred transaction to a remote
site, it uses a distributed transaction to ensure that the transaction has been properly
committed at the remote site before the transaction is removed for the queue at the
local site. If transactions are not being pushed to a given remote site, verify that the
destination for the transaction was correctly specified. If you specify a destination
database when calling DBMS_DEFER_SYS.SCHEDULE_EXECUTION using the
DBLINK parameter or DBMS_DEFER_SYS.EXECUTE using the DESTINATION
parameter, make sure the full database link is provided.

Wrong view destinations can lead to erroneous deferred transaction behavior.
Verify the DEFCALLEST and DEFTRANDEST views are the definitions from the
CATREPC.SQL not the ones from CATDEFER.SQL.

Deferred Transaction Error Count

ORACLE

Oracle uses deferred transactions to propagate data-level changes asynchronously
among master sites in an advanced replication system as well as from an updatable
shapshot to its master table. If a transaction is not successfully propagated to

the remote site, Oracle rolls back the transaction, logs the transaction in the
SYS.DEFERROR view in the remote destination database.

This metric checks for the number of transactions in SYS.DEFERROR view and raises
an alert if it exceeds the value specified by the threshold argument.
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Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
All Versions Every 5 0 Not Number of deferred transactions with errors is %value%.
Minutes Defined

Data Source
The source of the data is the following formula:

SELECT count (*) FROM sys. deferror

User Action

An error in applying a deferred transaction may be the result of a database problem,
such as a lack of available space in the table is to be updated or may be the

result of an unresolved insert, update or delete conflict. The SYS.DEFERROR view
provides the ID of the transaction that could not be applied. Use this ID to locate
the queued calls associated with the transaction. These calls are stored in the
SYS.DEFCALL view. You can use the procedures in the DBMS_DEFER_QUERY
package to determine the arguments to the procedures listed in the SYS.DEFCALL
view.

Dump Area

The metrics in this category check for the percentage of used space of the dump
destination devices.

Dump Area Directory

ORACLE

This metric reports the directory represented by this metric index's dump destination.

Each server and background process can write to an associated trace file to log
messages and errors.

Background processes and the ALERT file are written to the destination specified
by BACKGROUND_DUMP_DEST. Trace files for server processes are written to the
destination specified by USER_ DUMP_DEST.

Target Version Collection Frequency

All Versions Every 30 Minutes

Data Source
The source of the data is the v$parameter view.
User Action

Verify the device specified in the initialization parameters
BACKGROUND_DUMP_DEST, USER_DUMP_DEST, and CORE_DUMP_DEST are
set up properly for archiving.
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If the BACKGROUND_DUMP_DEST, USER_DUMP_DEST, and CORE_DUMP_DEST
initialization parameters are set up correctly and this metric triggers, then free up more
space in the destination specified by the dump destination parameters.

Dump Area Used (%)

This metric returns the percentage of used space of the dump area destinations.

If the space used is more than the threshold value given in the threshold arguments,
then a warning or critical alert is generated.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection  Threshold Threshold
Frequency
Not Every 30 95 Not %value%%% of %dumpType% dump area is used.
Available Minutes Defined

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each Type
of Dump Area object.

If warning or critical threshold values are currently set for any Type of Dump Area
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Type of Dump Area
object, use the Edit Thresholds page.

Data Source
Calculated using the UNIX df -k command.

»  Critical threshold: Percentage of free space threshold for critical alert.
*  Warning threshold: Percentage of free space threshold for warning alert.

User Action

Verify the device specified in the initialization parameters
BACKGROUND_DUMP_DEST, USER_DUMP_DEST, and CORE_DUMP_DEST are
set up properly for archiving.

If the BACKGROUND_DUMP_DEST, USER_DUMP_DEST, and CORE_DUMP_DEST
initialization parameters are set up correctly and this metric triggers, then free up more
space in the destination specified by the dump destination parameters.

Dump Area Used (KB)

ORACLE

This metric represents the total space used (in KB) on the device containing the dump
destination directory.

Target Version Collection Frequency

All Versions Every 30 Minutes

Data Source
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The the data is calculated using the UNIX df -k command.
User Action

Verify the device specified in the initialization parameters
BACKGROUND_DUMP_DEST, USER_DUMP_DEST, and CORE_DUMP_DEST are
set up properly for archiving.

If the BACKGROUND_DUMP_DEST, USER_DUMP_DEST, and
CORE_DUMP_DEST initialization parameters are set up correctly and this metric
triggers, then free up more space in the destination specified by the dump destination
parameters.

Free Dump Area (KB)

Each server and background process can write to an associated trace file in order to
log messages and errors. Background processes and the ALERT file are written to the
destination specified by BACKGROUND_ DUMP_DEST.

Trace files for server processes are written to the destination specified by
USER_DUMP_DEST.

This metric checks for available free space on these dump destination devices. If the
space available is less than the threshold value given in the threshold arguments, then
a warning or critical alert is generated.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection  Threshold Threshold
Frequency

All Versions Every 30 Not Defined Not %value% free KB remains in %dumpType% dump area.
Minutes Defined

ORACLE

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each Type
of Dump Area object.

If warning or critical threshold values are currently set for any Type of Dump Area
object, those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Type of Dump Area
object, use the Edit Thresholds page.

Data Source
The data is calculated using the UNIX df -k command.
User Action

Verify the device specified in the initialization parameters
BACKGROUND_DUMP_DEST, USER_DUMP_DEST, and CORE_DUMP_DEST are
set up properly for archiving.

If the BACKGROUND_DUMP_DEST, USER_DUMP_DEST, and CORE_DUMP_DEST
initialization parameters are set up correctly and this metric triggers, then free up more
space in the destination specified by the dump destination parameters.
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Total Dump Area (KB)

This metric represents the total space (in KB) available on the device containing the
dump destination directory.

Target Version Collection Frequency

All Versions Every 30 Minutes

Data Source
The data is calculated using the UNIX df -k command.
User Action

Verify the device specified in the initialization parameters
BACKGROUND_DUMP_DEST, USER_DUMP_DEST, and CORE_DUMP_DEST are
set up properly for archiving.

If the BACKGROUND_DUMP_DEST, USER_DUMP_DEST, and CORE_DUMP_DEST
initialization parameters are set up correctly and this metric triggers, then free up more
space in the destination specified by the dump destination parameters.

Efficiency

This metric category contains the metrics that have traditionally been considered

to represent the efficiency of some resource. Interpreting the wait interface is
generally accepted as a much more accurate approach to measuring efficiency, and is
recommended as an alternative to these hit ratios.

Buffer Cache Hit (%)

This metric represents the data block buffer cache efficiency, as measured by the
percentage of times the data block requested by the query is in memory.

Effective use of the buffer cache can greatly reduce the I/O load on the database.

If the buffer cache is too small, frequently accessed data will be flushed from the
buffer cache too quickly which forces the information to be re-fetched from disk.
Because disk access is much slower than memory access, application performance
will suffer. In addition, the extra burden imposed on the I/O subsystem could introduce
a bottleneck at one or more devices that would further degrade performance.

This test checks the percentage of buffer requests that were already in buffer cache.

If the value is less than or equal to the threshold values specified by the threshold
arguments, and the number of occurrences exceeds the value specified in the Number
of Occurrences parameter, then a warning or critical alert is generated.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

8i, 9i Every 10 Not Defined Not Buffer cache hit ratio is %value%%%.
Minutes Defined
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Target Collection Default Default Alert Text
Version Frequency Warning Critical
Threshol Threshol
d d
10g, 119, Every 10 Not Not The Management Agent generates the alert text.
12c minutes Defined Defined

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.

ORACLE

Data Source

The data is derived from the ((DeltaLogicalGets - (DeltaPhysicalReads -
DeltaPhysicalReadsDirect)) / DeltaLogicalGets) * 100 formula where:

» DeltaLogicalGets: difference in 'select value from v$sysstat where name="'session
logical reads" between sample end and start

» DeltaPhysicalReads: difference in 'select value from v$sysstat where
name="physical reads" between sample end and start

» DeltaPhysicalReadsDirect: difference in 'select value from v$sysstat where
name='physical reads direct" between sample end and start (Oracle8/)

User Action

A low buffer cache hit ratio means that the server must often go to disk to retrieve

the buffers required to satisfy a query. The queries that perform the most physical
reads lower the numerical value of this statistic. Typically queries that perform full table
scans force large amounts of buffers into the cache, aging out other buffers that may
be required by other queries later. The Top Sessions page sorted by Physical Reads
will show the sessions performing the most reads and through further drilldown their
associated queries can be identified. Similarly, the Top SQL page sorted by Physical
Reads shows which SQL statements are performing the most physical reads. The
statements performing the most 1/0 should be looked at for tuning.

The difference between the two is that the Top Sessions chart shows the sessions that
are responsible for the physical reads at any given moment. The Top SQL view shows
all SQL that is still in the cache. The top statement may not be executing currently, and
thus not responsible for the current poor buffer cache hit ratio.

If the queries seem to be well tuned, the size of the buffer cache also determines

how often buffers must be fetched from disk. The DB_ BLOCK_BUFFERS initialization
parameter determines the number of database buffers available in the buffer cache.

It is one of the primary parameters that contribute to the total memory requirements
of the SGA on the instance. The DB_BLOCK_BUFFERS parameter, together with

the DB_BLOCK_SIZE parameter, controls the total size of the buffer cache. Because
DB_BLOCK_SIZE can only be specified when the database is first created, normally
the size of the buffer cache size is controlled using the DB_ BLOCK_BUFFERS
parameter.

Consider increasing the DB_BLOCK_BUFFERS initialization parameter to increase
the size of the buffer cache. This increase allows the Oracle Server to keep more
information in memory, thus reducing the number of I/O operations required to do an
equivalent amount of work using the current cache size.
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CPU Usage (per second)

This metric represents the CPU usage per second by the database processes,
measured in hundredths of a second. A change in the metric value may occur because
of a change in either workload mix or workload throughput being performed by the
database. Although there is no correct value for this metric, it can be used to detect

a change in the operation of a system. For example, an increase in Database CPU
usage from 500 to 750 indicates that the database is using 50% more CPU. (No
correct value means that there is no single value that can be applied to any database.
The value is a characteristic of the system and the applications running on the
system.)

Target Collection Default Default Alert Text
Version Frequency Warning Critical
Threshol Threshol
d d
10g, 119, Every 10 Not Not The Management Agent generates the alert text.
12c Minutes Defined Defined

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.

Data Source
Not available.
User Action

View the latest Automatic Database Diagnostic Monitor (ADDM) report. ADDM can
help to identify database operations that are consuming CPU. ADDM reports are
available from a number of locations including the Database Home page and Advisor
Central.

CPU Usage (per transaction)

This metric represents the average CPU usage per transaction expressed as a
number of seconds of CPU time. A change in this metric can occur either because of
changing workload on the system, such as the addition of a new module, or because
of a change in the way that the workload is performed in the database, such as
changes in the plan for a SQL statement. The threshold for this metric should be set
based on the actual values observed on your system.

Target Collection Default Default Alert Text
Version Frequency Warning Critical
Threshol Threshol
d d
10g, 11g, Every 10 Not Not The Management Agent generates the alert text.
12c Minutes Defined Defined

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.

Data Source

Not available.

ORACLE
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User Action

View the latest Automatic Database Diagnostic Monitor (ADDM) report. ADDM will
provide information about which operations are using the CPU resources.

Cursor Cache Hit (%)

This metric represents the percentage of soft parses satisfied within the session cursor
cache.

Target Collection Default Default Alert Text
Version Frequency Warning Critical
Threshol Threshol
d d
10g, 11g, Every 10 Not Not The Management Agent generates the alert text.1
12c Minutes Defined Defined

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.

Data Source

The source of the data is the following formula:

session cursor cache hits / (parse count (total) - parse count (hard))
User Action

View the latest Automatic Database Diagnostic Monitor (ADDM) report. For a more
detailed analysis, run ADDM from the Advisor Central link on the Database Home

page.

Data Dictionary Hit (%)

ORACLE

This metric represents dictionary cache efficiency as measured by the percentage

of requests against the dictionary data that were already in memory. It is important

to determine whether the misses on the data dictionary are actually affecting the
performance of the Oracle Server. The shared pool is an area in the SGA that contains
the library cache of shared SQL requests, the dictionary cache, and the other cache
structures that are specific to a particular instance configuration.

Misses on the data dictionary cache are to be expected in some cases. Upon instance
startup, the data dictionary cache contains no data, so any SQL statement issued is
likely to result in cache misses. As more data is read into the cache, the likelihood of
cache misses should decrease. Eventually the database should reach a steady state
in which the most frequently used dictionary data is in the cache. At this point, very
few cache misses should occur. To tune the cache, examine its activity only after your
application has been running.

This test checks the percentage of requests against the data dictionary that were
found in the Shared Pool. If the value is less than or equal to the threshold values
specified by the threshold arguments, and the number of occurrences exceeds the
value specified in the Number of Occurrences parameter, then a warning or critical
alert is generated.
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Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
8i, 9i, Every 10 Not Defined Not Data dictionary hit ratio is %value%%%.
Minutes Defined
Target Collection Default Default Alert Text
Version Frequency Warning Critical
Threshold Threshold
10g, 11g, Every 10 Not Defined Not Defined The Management Agent generates the alert text.
12c Minutes

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.

Data Source
The source of the data is (1 - Misses/Gets) * 100 where:

e Misses: select sum(getmisses) from v$rowcache
e Gets: select sum(gets) from v$rowcache

User Action

If the percentage of gets is below 90% to 85%, consider increasing
SHARED_POOL_SIZE to decrease the frequency in which dictionary data is being
flushed from the shared pool to make room for new data. To increase the

memory available to the cache, increase the value of the initialization parameter
SHARED_POOL_SIZE.

Database CPU Time (%)

This metric represents the percentage of database call time that is spent on the CPU.
Although there is no correct value for this metric, it can be used to detect a change

in the operation of a system, for example, a drop in Database CPU time from 50% to
25%. (No correct value means that there is no single value that can be applied to any
database. The value is a characteristic of the system and the applications running on
the system.)

Target Evaluatio Default Default Alert Text
Version n and Warning  Critical
Collectio Threshol Threshol
n d d
Frequenc
y
10g, 119, Every 10 Not Not The Management Agent generates the alert text.1
12c Minutes Defined Defined

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.

Data Source

Not available.
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User Action

Investigate if the change is CPU usage by using Automatic Database Diagnostic
Monitor (ADDM). ADDM reports are available from a number of locations including
the Database Home page and Advisor Central. Examine the report for increased time
spent in wait events.

Library Cache Hit (%)

This metric represents the library cache efficiency, as measured by the percentage
of times the fully parsed or compiled representation of PL/SQL blocks and SQL
statements are already in memory.

The shared pool is an area in the SGA that contains the library cache of shared SQL
requests, the dictionary cache and the other cache structures that are specific to a
particular instance configuration.

The shared pool mechanism can greatly reduce system resource consumption in at
least three ways: Parse time is avoided if the SQL statement is already in the shared
pool.

Application memory overhead is reduced, because all applications use the same pool
of shared SQL statements and dictionary resources.

I/O resources are saved, because dictionary elements that are in the shared pool do
not require access.

If the shared pool is too small, users will consume additional resources to complete a
database operation. For library cache access, the overhead is primarily the additional
CPU resources required to re-parse the SQL statement.

This test checks the percentage of parse requests where cursor already in cache

If the value is less than or equal to the threshold values specified by the threshold
arguments, and the number of occurrences exceeds the value specified in the Number
of Occurrences parameter, then a warning or critical alert is generated.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
8i, 9i Every 10 Not Defined Not Library cache hit ratio is %value%%%.
Minutes Defined
Target Evaluatio Default Default Alert Text
Version n and Warning Critical
Collectio Threshold Threshol
n d
Frequenc
y
10g, 119, Every 10 Not Not The Management Agent generates the alert text.
12c Minutes Defined Defined

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.

ORACLE

Data Source
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The source of the data is the (DeltaPinHits / DeltaPins) * 100 formula where:

e DeltaPinHits: difference in 'select sum(pinhits) from v$librarycache' between
sample end and start

e DeltaPins: difference in 'select sum(pins) from v$librarycache' between sample
end and start

User Action

The Top Sessions page sorted by Hard Parses lists the sessions incurring the most
hard parses. Hard parses occur when the server parses a query and cannot find an
exact match for the query in the library cache. You can avoid hard parses by sharing
SQL statements efficiently. The use of bind variables instead of literals in queries is
one method to increase sharing.

By showing you which sessions are incurring the most hard parses, this page can
identify the application or programs that are the best candidates for SQL rewrites.

Also, examine SQL statements that can be modified to optimize shared SQL pool

memory use and avoid unnecessary statement reparsing. This type of problem is

commonly caused when similar SQL statements are written which differ in space,

case, or some combination of the two. You may also consider using bind variables
rather than explicitly specified constants in your statements whenever possible.

The SHARED_POOL_SIZE initialization parameter controls the total size of the shared
pool. Consider increasing the SHARED_ POOL_SIZE to decrease the frequency in
which SQL requests are being flushed from the shared pool to make room for new
requests.

To take advantage of the additional memory available for shared SQL areas, you may
also need to increase the number of cursors permitted per session. You can increase
this limit by increasing the value of the initialization parameter OPEN_CURSORS.

Library Cache Miss (%)

This metric represents the percentage of parse requests where the cursor is not in the
cache.

Target Version

Evaluatio Default Default Alert Text

n and Warning  Critical
Collectio Threshol Threshol
n d d
Frequenc
y
10g, 119, 12c Every 10  Not Not The Management Agent generates the alert text.

Minutes Defined Defined

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.

ORACLE

Data Source

The source of the data is the follow ng fornula:
1 - pinhits / pins

User Action
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View the latest Automatic Database Diagnostic Monitor (ADDM) report. For a more
detailed analysis, run ADDM from the Advisor Central link on the Database Home

page.

Parallel Execution Downgraded 25% or more (per second)

Number of times per second parallel execution was requested and the degree of
parallelism was reduced to 25% and more because of insufficient parallel execution
servers.

Target Evaluatio Default Default Alert Text
Version n and Warning  Critical
Collectio Threshol Threshol
n d d
Frequenc
y
10g, 119, Every 10 Not Not The Management Agent generates the alert text.1
12c Minutes Defined Defined

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.

Data Source
The source of the data is the following formula:

(parall el operations downgraded 25 to 50 percent
+ paral l el operations downgraded 50 to 75 percent
+ paral l el operations downgraded 75 to 99 percent)
[ time

User Action

View the latest Automatic Database Diagnostic Monitor (ADDM) report. For a more
detailed analysis, run ADDM from the Advisor Central link on the Database Home

page.

Parallel Execution Downgraded 50% or more (per second)

This metric reports the number of times per second parallel execution was requested
and the degree of parallelism was reduced to 50% and more because of insufficient
parallel execution servers.

Target Version Evaluatio Default Default Alert Text

n and Warning Critical
Collectio Threshol Threshol
n d d
Frequenc
y
10g, 119, 12c  Every 10  Not Not The Management Agent generates the alert text.1

Minutes Defined Defined

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.

ORACLE

Data Source
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The source of the data is the following formula:

(paral l el operations downgraded 50 to 75 percent
+ paral | el operations downgraded 75 to 99 percent)
[ tine

User Action

View the latest Automatic Database Diagnostic Monitor (ADDM) report. For a more
detailed analysis, run ADDM from the Advisor Central link on the Database Home

page.

Parallel Execution Downgraded 75% or more (per second)

This metric reports the number of times per second parallel execution was requested
and the degree of parallelism was reduced to 75% or more because of insufficient
parallel execution servers.

Target Version Evaluatio Default Default Alert Text
n and Warning Critical
Collectio Threshol Threshol
n d d
Frequenc
y
10g, 119, 12c Every Not Not The Management Agent generates the alert text.
Minute Defined Defined

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.

Data Source

The source of the data is the following formula:

(parallel operations downgraded 75 to 99 percent) / time
User Action

View the latest Automatic Database Diagnostic Monitor (ADDM) report. For a more
detailed analysis, run ADDM from the Advisor Central link on the Database Home

page.

Parallel Execution Downgraded to Serial (per second)

This metric reports the number of times per second parallel execution was requested
but execution was serial because of insufficient parallel execution servers.

Target Version Evaluatio Default Default Alert Text
n and Warning  Critical
Collectio Threshol Threshol
n d d
Frequenc
y
10g, 119, 12c Every 10  Not Not The Management Agent generates the alert text.
Minutes Defined Defined

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.
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Data Source
The source of the data is the following formula:
parallel operations downgraded to serial / time
User Action

View the latest Automatic Database Diagnostic Monitor (ADDM) report. For a more
detailed analysis, run ADDM from the Advisor Central link on the Database Home

page.

Parallel Execution Downgraded to Serial (per transaction)

This metric reports the number of times per transaction parallel execution was
requested but execution was serial because of insufficient parallel execution servers.

Target Evaluation Default Default Alert Text
Version and Warning Critical

Collection  Threshold Threshold

Frequency
10g, 11g, Every 10 Not Defined Not Not Defined
12c minutes Defined

Data Source

The source of the data is the following formula:
parallel operations downgraded to serial / transactions
User Action

View the latest Automatic Database Diagnostic Monitor (ADDM) report. For a more
detailed analysis, run ADDM from the Advisor Central link on the Database Home

page.

PGA Cache Hit (%)

This metric represents the total number of bytes processed in the PGA versus the total
number of bytes processed plus extra bytes read/written in extra passes.

Target Evaluatio Default Default Alert Text
Version n and Warning  Critical
Collectio Threshol Threshol
n d d
Frequenc
y
10g, Everyl0 Not Not The Management Agent generates the alert text.1

11g, 12c Minutes

Defined Defined

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.

ORACLE

Data Source

Not available.
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User Action

View the latest Automatic Database Diagnostic Monitor (ADDM) report. For a more
detailed analysis, run ADDM from the Advisor Central link on the Database Home

page.

Redo Log Allocation Hit (%)

Redo log entries contain a record of changes that have been made to the database
block buffers. The log writer (LGWR) process writes redo log entries from the log
buffer to a redo log file. The log buffer should be sized so that space is available in the
log buffer for new entries, even when access to the redo log is heavy. When the log
buffer is undersized, user process will be delayed as they wait for the LGWR to free
space in the redo log buffer.

The redo log buffer efficiency, as measured by the hit ratio, records the percentage of
times users did not have to wait for the log writer to free space in the redo log buffer.

This metric monitors the redo log buffer hit ratio (percentage of success) against the
values specified by the threshold arguments. If the number of occurrences is smaller
than the values specified, then a warning or critical alert is generated.

Version and

Target Evaluation Default Default Alert Text

Collection Threshold Threshold

Warning Critical

Frequency
8i, 9i, Every 10 Not Defined Not Redo log allocation hit ratio is %value%%%.
Minutes Defined

Target Version

Evaluatio Default Default Alert Text

n and Warning Critical
Collectio Threshol Threshol
n d d
Frequenc
y
10g, 119, 12c Every 10  Not Not The Management Agent generates the alert text.

Minutes Defined Defined

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.

ORACLE

Data Source
The source of the data is the following formula:

100 * (redo_entries_delta - redo_space_requests_delta)
/redo_entries_delta
wher e:

e redo_enties_delta = difference between "SELECT value FROM v$sysstat WHERE
name = 'redo entries™ at the beginning and ending of the interval

e redo_space_requests_delta = difference between "SELECT value FROM
v$sysstat WHERE name = 'redo log space requests™ at the beginning and ending
of the interval

User Action
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The LOG_BUFFER initialization parameter determines the amount of memory that is
used when buffering redo entries to the redo log file.

Consider increasing the LOG_BUFFER initialization parameter in order to increase the
size of the redo log buffer. Redo log entries contain a record of the changes that have
been made to the database block buffers. The log writer process (LGWR) writes redo
log entries from the log buffer to a redo log. The redo log buffer should be sized so
space is available in the log buffer for new entries, even when access to the redo log is
heavy.

" Note:

For Oracle Management Agent release 9i, this metric has been obsoleted.
It is recommended that you use the Redo NoWait Ratio metric. This metric
is kept for backward compatibility with older versions of the Management
Agent.

Response Time (per transaction)

This metric represents the time spent in database operations per transaction. It is
derived from the total time that user calls spend in the database (DB time) and the
number of commits and rollbacks performed. A change in this value indicates that
either the workload has changed or that the databasels ability to process the workload
has changed because of either resource constraints or contention.

Target Version  Evaluatio Default Default Alert Text
n and Warning Critical
Collectio Threshol Threshol
n d d
Frequenc
y
10g, 119, 12c Every10 Not Not The Management Agent generates the alert text.1
Minutes Defined Defined

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.

Data Source
Not available.
User Action

View the latest Automatic Database Diagnostic Monitor (ADDM) report. For a more
detailed analysis, run ADDM from the Advisor Central link on the Database Home
page. Changes in the response time per transaction will appear as increased time
spent in the database, either on CPU or in wait events and ADDM will report the
sources of contention for both hardware and software resources.

Row Cache Miss Ratio (%)

ORACLE

This metric represents the percentage of row cache miss ratio.
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Target Version Evaluatio Default Default Alert Text
n and Warning  Critical
Collectio Threshol Threshol
n d d
Frequenc
y
10g, 119, 12c Everyl0 Not Not Management Agent generates alert message.

Minutes Defined Defined

Data Source
Not available.
User Action

View the latest Automatic Database Diagnostic Monitor (ADDM) report. For a more
detailed analysis, run ADDM from the Advisor Central link on the Database Home

page.

Sorts in Memory (%)

This metric represents the sort efficiency as measured by the percentage of times
sorts were performed in memory as opposed to going to disk.

For best performance, most sorts should occur in memory because sorts to disks are
less efficient. If the sort area is too small, extra sort runs will be required during the sort
operation. This increases CPU and I/O resource consumption.

This test checks the percentage of sorts performed in memory rather than to disk.

If the value is less than or equal to the threshold values specified by the threshold
arguments, and the number of occurrences exceeds the value specified in the Number
of Occurrences parameter, then a warning or critical alert is generated.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
8i, 9i Everyl0 Not Defined Not %value%%% of sorts are performed in memory.
Minutes Defined
Target Version Evaluatio Default Default Alert Text
n and Warning  Critical
Collectio Threshold Threshol
n d
Frequenc
y
10g, 119, 12c Every Not Not The Management Agent generates the alert text.1

Minute Defined Defined

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.

Data Source
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The source of the data is (DeltaMemorySorts / (DeltaDiskSorts + DeltaMemorySorts))
* 100 where:

« DeltaMemorySorts: difference in 'select value from v$sysstat where name='sorts
(memory)" between sample end and start

e DeltaDiskSorts: difference in 'select value from v$sysstat where name='sorts
(disk)" between sample end and start

User Action

The sessions that are performing the most sorts should be identified such that the SQL
they are executing can be further identified. The sort area sizes for the database may
be sized correctly, and the application SQL may be performing unwanted or excessive
sorts. The sessions performing the most sorts are available through the Top Sessions
page sorted by Disk Sorts.

Further drilldown into the session performing the most disk sorts with the Current SQL
page shows you the SQL statement responsible for the disk sorts.

The Top SQL page sorted by Sorts provides a mechanism to quickly display the SQL
statements in the cache, presented in sorted order by their number sort operations.
This is an alternative to viewing a sort of current sessions. It allows you to view sort
activity via SQL statements and contains cumulative statistics for all executions of that
statement.

If excessive sorts are taking place on disk and the queries are correct, consider
increasing the SORT_AREA_SIZE initialization parameter to increase the size of the
sort area. A larger sort area allows the Oracle Server to maintain sorts in memory,
reducing the number of I1/O operations required to do an equivalent amount of work
using the current sort area size.

Exadata Module Version Failure

This metric category provides information about the amount of times an Exadata
module version error occurs.

Error Count

This metric displays the number of times that the error occurred.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

11gR2, 12c Every 24 0 Not %errorCode% occurrences of %errorCount%.
Hours Defined

Failed Logins

The metrics in this category check for the number of failed logins on the target
database. This check is performed every interval specified by the collection frequency
and returns the number of failed logins for the last 30 minutes. These metrics will only
work for databases where the audit_trail initialization parameter is set to DB or XML
and the session is being audited.
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Failed Login Count

This metric checks for the number of failed logins on the target database. This check is
performed every interval specified by the collection frequency and returns the number
of failed logins for the last 30 minutes. This metric will only work for databases where
the audit_trail initialization parameter is set to DB or XML and the session is being
audited.

If the failed login count crosses the values specified in the threshold arguments, then
a warning or critical alert is generated. Because it is important to know every time a
significant number of failed logins occurs on a system, on every collection, this metric
determines the number of failed login attempts in the last 30 minutes and overrides the
current alert instead of a new alert. You can manually clear these alerts.They will not
automatically cleared after the next collection.

Target Evaluation Default Default Alert Text

Version Warning Critical
Collection  Threshold Threshold
Frequency

All Versions Every 30 150 300 There have been %value% failed login attempts in the last
Minutes %failed_login_interval_min% minutes.

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each Time
object.

If warning or critical threshold values are currently set for any Time object, those
thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Time object, use the
Edit Thresholds page.

Data Source

The database stores login information in different views, based on the audit_trail
setting. The database views used are:

- DB or DB_EXTENDED: DBA_AUDIT_SESSION
« XML (10g Release 2 only): DBA_COMMON_AUDIT_TRAIL

User Action

No user action is required.

Fast Recovery

The Fast Recovery metrics relate to the fast recovery area.

Fast Recovery Area

ORACLE

Formerly referred to as flash recovery area, the metrics in this category return an
optional disk location that you can use to store recovery-related files such as control
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file and online redo log copies, archived redo log files, flashback logs, and RMAN
backups.

Oracle Database and RMAN manage the files in the fast recovery area automatically.
You can specify the disk quota, which is the maximum size of the fast recovery area.

Target Version Collection Frequency

10g, 119 Every 15 Minutes

Data Source

The source of the data is the following formula:

SELECT val ue
FROM v$par anet er
VHERE nane='db_recovery _file_dest’;

User Action

No user action is required.

Fast Recovery Area Size

This metric returns the Fast Recovery Area Size.

Target Version Collection Frequency

10g, 119 Every 15 Minutes

Data Source

The source of the data is the following formula:

SELECT val ue
INTO 1_fast_recovery_size
FROM v$par anet er
VWHERE nane='db_recovery_file_dest_size';

User Action

No user action is required.

Flashback On

This metric returns whether or not flashback logging is enabled - YES, NO, or
RESTORE POINT ONLY. For the RESTORE POINT ONLY option, flashback is ON
but you can only flashback to guaranteed restore points.

Target Version Collection Frequency

10g, 119 Every 15 Minutes

Data Source

The source of the data is the following formula:
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SELECT fl ashback_on
FROM v$dat abase;

User Action

No user action is required.

This metric returns the log mode of the database - ARCHIVELOG or
NOARCHIVELOG.

Target Version Collection Frequency

10g, 119 Every 15 Minutes

Data Source

The source of the data is the following formula:

SELECT | og_node
FROM v$dat abase;

User Action

No user action is required.

Non-Reclaimable Fast Recovery Area (%)

This metric represents the percentage of space non-reclaimable (spaced used minus
space reclaimable) in the fast recovery area.

Target Version Collection Frequency

10g, 119 Every 15 Minutes

Data Source
The source of the data is the following formula:

Non-recl ai mabl e = space used - space reclai mabl e

Space Used:
SELECT SUM PERCENT_SPACE_USED
FROM v$f ast _recovery_area_usage;

Space Recl ai mabl e:

SELECT SUM PERCENT SPACE_RECLAI MABLE)
FROM v$f ast _recovery_area_usage;

User Action

No user action is required.

Oldest Flashback Time

ORACLE

This metric returns the oldest point-in-time to which you can flashback your database.
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Target Version Collection Frequency

10g, 119 Every 15 Minutes

Data Source
The source of the data is the following formula:

SELECT to_char (ol dest_flashback_time, 'YYYY-MV DD HH24: M : SS')
FROM v$f | ashback_dat abase_| og;

User Action

No user action is required.

Reclaimable Fast Recovery Area (%)

This metric represents the percentage of space reclaimable in the fast recovery area.

Target Version Collection Frequency

10g, 119 Every 15 Minutes

Data Source

The source of the data is the following formula:

Space Recl ai mabl e:
SELECT SUM PERCENT_SPACE_RECLAI MABLE)
FROM v$f ast _recovery_area_usage;

User Action

No user action is required.

Usable Fast Recovery Area (%)

ORACLE

This metric represents the percentage of space usable in the fast recovery area. The
space usable is composed of the space that is free in addition to the space that is
reclaimable.

Target Version Collection Frequency

10g, 119 Every 15 Minutes

Data Source
The source of the data is the following formula:

SELECT (CASE WHEN PERCENT USED > 100 THEN 0 ELSE (100- PERCENT USED) END)
PERCENT _FREE

FROM ( SELECT ( SUM PERCENT_SPACE_USED) - SUM PERCENT SPACE_RECLAI MABLE))
PERCENT_USED

FROM V$FAST RECOVERY AREA USAGE) ;

User Action
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No user action is required.

Fragmented Text Indexes

This metric category represents the number of text indexes in the database

fragmented beyond the warning and critical percentage thresholds specified by the
user. The collection is disabled by default. Before enabling this metric and specifying
a metric threshold for the number of text indexes, the "Evaluate and Fix Text Index
Fragmentation" job should be submitted against the database target. The following

details could be specified as part of the job parameters:

*  Warning/Critical percentage threshold against which the text indexes are to be

evaluated.

» List of text indexes to be evaluated (all indexes, specific schemas, or list of fully

qualified names).

o List of text indexes to be fixed (all indexes, specific schemas, or list of fully

qualified names). The scheduled DBMS job would attempt to fix the fragmented
text indexes by optimizing (if warning threshold exceeded) or rebuilding them (if

critical threshold exceeded, using shadow creation).
* The DBMS job schedule.

Fragmented Text Index count

This metric collects the total number of text indexes that have crossed the
fragmentation percentage threshold specified by the user.

Target Version Evaluation and Default Warning Default Critical Alert Text
Collection Frequency Threshold Threshold
All Versions Every 24 hours NA NA NA

Fragmented Text Index count crossing critical threshold

This metric collects the number of text indexes that have crossed the critical
fragmentation percentage threshold specified by the user.

%value%

Target Version Evaluation and Default Warning Default Critical Alert Text
Collection Frequency Threshold Threshold
All Versions Every 24 hours Not Defined Not Defined Fragmented Text

Index count crossing
critical threshold is

Data Source

The fragmentation percentage for each index or index partition
is derived by computing the data from DBA_IND_PARTITIONS,

CTXSYS.CTX_INDEX_PARTITIONS, and its relevant text index metadata tables.

The list of text indexes and the critical percentage threshold against which their

fragmentation is to be evaluated are specified by the user as part of the "Evaluate

and Fix Text Index Fragmentation” job.

ORACLE
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User Action

A metric threshold could be set to generate incidents on the number of text indexes
that have crossed the critical fragmentation threshold specified in "Evaluate and Fix
Text Index Fragmentation" job. The scheduled DBMS job would automatically attempt
to fix such text indexes (if they were specified in the fix list) by rebuilding them (using
shadow creation). In addition, the incident also enables the user to fix the fragmented
text indexes from the Cloud Control console.

Fragmented Text Index count crossing warning threshold

This metric collects the total number of text indexes that have crossed the warning
fragmentation percentage threshold, but not the critical percentage threshold, specified
by the user.

Target Version Evaluation and Default Warning Default Critical Alert Text
Collection Frequency Threshold Threshold
All Versions Every 24 hours Not Defined Not Defined Fragmented Text

Index count crossing
warning threshold is
%value%

Data Source

The fragmentation percentage for each index or index partition

is derived by computing the data from DBA_IND_PARTITIONS,
CTXSYS.CTX_INDEX_PARTITIONS, and its relevant text index metadata tables.

The list of text indexes and the warning percentage threshold against which their
fragmentation is to be evaluated are specified by the user as part of the "Evaluate and
Fix Text Index Fragmentation" job.

User Action

A metric threshold could be set to generate incidents on the number of text indexes
that have crossed the warning fragmentation threshold, but not the critical threshold,
specified in "Evaluate and Fix Text Index Fragmentation” job. The scheduled DBMS
job would automatically attempt to fix such text indexes (if they were specified in the
fix list) by optimizing them. In addition, the incident also enables the user to fix the
fragmented text indexes from the Cloud Control console.

Global Cache Statistics

The metrics in this category are associated with global cache statistics.

Global Cache Average Convert Time (centi-seconds)

ORACLE

This metric represents the average convert time, measured in hundredths of a second.
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Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
10g, 119, Every 5 0.3 0.6 Global cache converts time is %value% cs.
12c Minutes

Data Source

The source of the data is the following formula:

global cache convert time * 10 / global cache converts

User Action

View the latest Automatic Database Diagnostic Monitor (ADDM) report. For a more

detailed analysis, run ADDM from the Advisor Central link on the Database Home

page.

Global Cache Average CR Block Request Time (centi-seconds)

This metric represents the average time, measured in hundredths of a second, that CR

block was received.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
8i, 9i Every 5 0.5 1 Global cache CR Block request time is %value% cs.
Minutes
Target Version Evaluatio Default Default Alert Text
n and Warning  Critical
Collectio Threshol Threshol
n d d
Frequenc
y
10g, 119, 12c Every 5 1 2 The Management Agent generates the alert text.
Minutes

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.

Data Source

The source of the data is the following formula:

global cache CR block receive time * 10 / global cache current blocks received

User Action

View the latest Automatic Database Diagnostic Monitor (ADDM) report. For a more

detailed analysis, run ADDM from the Advisor Central link on the Database Home

page.

ORACLE
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Global Cache Average Current Block Request Time (centi-seconds)

This metric represents the average time, measured in hundredths of a second, to get a
current block.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
8i, 9i Every 5 0.5 1 Global cache Current Block request time is %value% cs.
Minutes
Target Evaluation Default Default Alert Text
Version and Warning  Critical
Collection  Threshol Threshol
Frequency d d
10g, 119, Every 5 1 2 The Management Agent generates the alert text.
12c Minutes

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.

Data Source

The source of the data is the following formula:

global cache current block send time * 10 / global cache current blocks served
User Action

The required actions are specific to your site.

Global Cache Average Get Time (centi-seconds)

This metric represents the average get time, measured in hundredths of a second.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

8i, 9i Every 5 0.3 0.6 Global cache gets time is %value% cs.
Minutes

ORACLE

Data Source

The source of the data is the following formula:
global cache get time * 10 / global cache gets
User Action

View the latest Automatic Database Diagnostic Monitor (ADDM) report. For a more
detailed analysis, run ADDM from the Advisor Central link on the Database Home

page.
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Global Cache Blocks Corrupt

This metric represents the number of blocks that encountered a corruption or
checksum failure during interconnect over the user-defined observation period.

# Note:

Unlike most metrics, which accept thresholds as real numbers, this metric
can only accept an integer as a threshold.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
8i, 9i Every 5 0 0 Total global cache blocks corrupt is %value%.
Minutes
Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection  Threshol Threshol
Frequency d d
10g, 11g, Every5 0 0 The Management Agent generates the alert text.
12c¢ Minutes

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.

Data Source

The source of the data is the following formula:
global cache blocks corrupted

User Action

View the latest Automatic Database Diagnostic Monitor (ADDM) report. For a more
detailed analysis, run ADDM from the Advisor Central link on the Database Home

page.

Global Cache Blocks Lost

This metric represents the number of global cache blocks lost over the user-defined
observation period.

¢ Note:

Unlike most metrics, which accept thresholds as real numbers, this metric
can only accept an integer as a threshold.
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Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
9.0.1.x, Every 5 1 3 Total global cache block lost is %value%.
9.2.0.x Minutes
Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshol
Frequency d
10g, 119, Every5 1 3 The Management Agent generates the alert text.
12c Minutes

1 For releases earlier than Oracle Database plug-in release 12.1.0.6, the Database Server generates this alert text.

Data Source

The source of the data is global cache blocks lost.

User Action

View the latest Automatic Database Diagnostic Monitor (ADDM) report. For a more
detailed analysis, run ADDM from the Advisor Central link on the Database Home

page.

High Availability (RMAN Configuration)

This section provides information on the metrics in the High Availability (RMAN
Configuration) category, which lists RMAN persistent configuration settings.

Target Version

Evaluation and Collection Frequency

All versions

Every 24 hours

Metric Name

Description

Conf Number

A unique key identifying the RMAN configuration record within the
target database that owns it.

Name The name or type of configuration.

Value The CONFI GURE command setting. Example, RETENTI ON PCLI CY
TO RECOVERY W NDOW OF 10 DAYS.

Container ID The ID of the container to which the data (the Conf Number,

Name, and Value) pertains. Possible values include:

e 0: This value is used for rows containing data that pertains to
the entire Container Database (CDB). This value is also used
for rows in non-CDBs.

e 1: This value is used for rows containing data that pertains to
only the root.

e n: This value is used where n is the applicable container ID
for the rows containing data.

ORACLE
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This section provides information on the metrics in the High Availability Backup

category.

Chapter 5
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Target Version

Evaluation and Collection Frequency

All versions Every 12 hours
Metric Name Description Data Source
Command ID The unique command ID of the backup command v$rman_backup_j
corresponding to this backup job. ob_details
End Time The end time of the last backup command in the job. v$rman_backup_j
ob_details

Size of Input Files

The sum of all input file sizes backed up by this job,
expressed as a string.

v$rman_backup_j
ob_details

Input Type

The input type, which contains one of the following
values: DB FULL, RECVR AREA, DB INCR,
DATAFILE FULL, DATAFILE INCR, ARCHIVELOG,
CONTROLFILE, SPFILE.

vérman_backup_j
ob_details

Size of Output
Files

The output size of all pieces generated by this job,
expressed as a string.

v$rman_backup_j
ob_details

Output Bytes Per
Sec

The generation rate of the output pieces for this backup,

expressed as a string.

vérman_backup_j
ob_details

Output Device
Type

The media device type for this backup job.

v$rman_backup_j
ob_details

Session Key The session key for this backup job. v$rman_backup_j
ob_details

Session RECID  The session RECID for this backup job. v$rman_backup_j
ob_details

Session Stamp  The session stamp for this backup job. v$rman_backup_j
ob_details

Start Time The start time of the first backup command in the job. vérman_backup_j
ob_details

Status The status of the backup job. v$rman_backup_j
ob_details

Time Taken The time taken for this backup job. v$rman_backup_j

ob_details

High Availability Backup History

This section provides information on the metrics in the High Availability Backup History

ORACLE

category.

" Note:

These metrics are not enabled out of the box, and must be enabled on
the Metric and Collection Settings page. By default, these metrics are
collected every 12 hours, but you can change the collection frequency.
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Target Version

Evaluation and Collection Frequency

12c and later

Every 12 hours

Metric Name

Description

Data Source

Oracle Storage

If the backup is on Oracle Cloud storage, this specifies

v$backup_piece_

Container the Cloud storage container where the backup is details
located.
Compressed Indicates whether the backup piece is compressed. v$backup_piece_

details

Compression
Ratio

If the backup is compressed, this specifies the
compression ratio of the backup.

v$rman_backup_j
ob_details

Container ID

If the backup is on Oracle Cloud storage, this specifies
the ID of the Cloud storage container where the backup
is located.

v$rman_backup_j
ob_details

Elapsed Seconds

The number of seconds that the backup job took to
complete.

v$rman_backup_j
ob_details

Encrypted Indicates whether the backup was encrypted (YES or v$backup_piece_
NO). details
End Time The end time of the last backup command in the job. v$rman_backup_j

ob_details

Incremental Level

Indicates the incremental level of this backup set.

v$backup_set_de
tails

Size of Input Files
(bytes)

The sum of all input file sizes backed up by this job, in
bytes.

v$rman_backup_j
ob_details

Size of Input Files

The sum of all input file sizes backed up by this job,
expressed as a string.

v$rman_backup_j
ob_details

Input Type The input type, which contains one of the following v$rman_backup_j
values: DB FULL, RECVR AREA, DB INCR, ob_details
DATAFILE FULL, DATAFILE INCR, ARCHIVELOG,
CONTROLFILE, SPFILE.

Keep Indicates whether or not this backup set has a retention v$backup_set_de

policy.

tails

Keep Options

The additional retention options for this backup set.

v$backup_set_de
tails

Keep Until Indicates the date after which the backup becomes v$backup_set_de
obsolete. tails

Media The name of the media on which the backup piece v$backup_piece_
resides. details

Name The unique command ID for the backup command v$rman_backup_j

corresponding to this backup job.

ob_details

Size of Output
Files (bytes)

The output size of all pieces generated by this job, in
bytes.

v$rman_backup_j
ob_details

Size of Output
Files

The output size of all pieces generated by this job,
expressed as a string.

vérman_backup_j
ob_details

Output Bytes Per
Sec (bytes/sec)

The generation rate of the output pieces for this backup,
in bytes/second.

v$rman_backup_j
ob_details

Output Bytes Per
Sec

The generation rate of the output pieces for this backup,
expressed as a string.

v$rman_backup_j
ob_details

Output Device
Type

The media device type for this backup job.

v$rman_backup_j
ob_details
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Metric Name Description Data Source

Session Key The session key for this backup job. v$rman_backup_j
ob_details

Session RECID  The session RECID for this backup job. v$rman_backup_j
ob_details

Session Stamp  The session stamp for this backup job. v$rman_backup_j
ob_details

Start Time The start time of the first backup command in the job. v$rman_backup_j
ob_details

Status The status of the backup job. vérman_backup_j
ob_details

Tag The tag for this backup job. v$backup_piece_
details

Time Taken The time taken for this backup job. vérman_backup_j

ob_details

High Availability Client Recovery Window

ORACLE

This section provides information on the metrics in the High Availability Client
Recovery Window category.

Note that the data source for these metrics is the database control file, and the
collection for these metrics is disabled by default. If the database is backing up to a
Recovery Appliance, these metrics are not applicable and the collection should remain
disabled. If the database is not backing up to a Recovery Appliance and you want to
monitor the database recovery window, you can enable the collection. In this case,

the data in these metrics is used as the source data for the related High Availability
Recovery Window metric category. See High Availability Recovery Window.

Target Version Evaluation and Collection Frequency

12c and later Every 15 minutes

Metric Name Description Data Source
Disk Recovery The recovery window for disk backups. v3disk_restore_ra
Window nge

(seconds)

Disk Unprotected The current amount of potential data loss for disk v$disk_restore_ra
Data Window backups. nge

(seconds)

Last Complete The latest point in time for which a complete disk backup v$disk restore_ra
Disk Backup Date is available for all datafiles in this database. nge

Last Complete The latest point in time for which a complete media v$sbt_restore_ra

Media Backup
Date

Media Recovery The recovery window for media backups. v$sbt_restore_ra
Window nge
(seconds)

backup is available for all datafiles in this database. nge
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Metric Name Description Data Source
Media The current amount of potential data loss for media v$sbt_restore_ra
Unprotected Data backups. nge

Window

(seconds)

High Availability Data Guard Target Summary

This section provides information on the metrics in the High Availability Data Guard

Target Summary category.

Target Version

Evaluation and Collection Frequency

All versions Every 24 hours

Metric Name Description

Source Type The role (Primary or Standby) of the database that was the source
of the data row.

Row Type The role (Primary or Standby) of the database to which the data in

the row pertains.

Using Broker

Whether the Data Guard configuration for the database specified
by the row is using Data Guard broker.

Active Standby

Whether the database specified by the row is an Active Data
Guard standby database.

Database Unique Name

The value of the DB_UNIQUE_NAME initialization parameter for
the database specified by the row.

Database ID

The value of DBID (as found in v$database) of the database
specified by the row.

Primary Database Unique
Name

The Database Unique Name of the primary database associated
with the database specified by the row (if the database is a
standby database).

Primary Database 1D

The Database ID of the primary database associated with the
database specified by the row.

Role

The Data Guard role of the database specified by the row.

Standby Database List

The list of standby databases associated with the database
specified by the row (if the database is a primary database).

Protection Mode

The protection mode for the database specified by the row.

Fast-Start Failover Status

The fast-start failover status for the database specified by the row.

Status

The Data Guard status for the database specified by the row.

Redo Source

The Database Unique Name of the database that is shipping redo
to the database specified by the row.

Data Guard Connect
Identifier

The net connect identifier used to reach the database.
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This section provides information on the metrics in the High Availability Disk Backup

ORACLE

category.
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Target Version

Evaluation and Collection Frequency

All versions

Every 30 minutes

Metric Name

Description

Data Source

Time Since Last
Successful Full
Backup (hours)

The time since the last successful full disk backup, in

hours.

Default Warning Threshold: Not defined
Default Critical Threshold: Not defined

Alert Text: The last successful full database disk
backup was %value% hours ago.

v$rman_backup_j
ob_details

Time Since Last
Successful
Incremental
Backup (hours)

The time since the last successful incremental disk

backup, in hours.

Default Warning Threshold: Not defined
Default Critical Threshold: Not defined

Alert Text: The last successful incremental database
disk backup was %value% hours ago.

v$rman_backup_j
ob_details

Time Since Last
Successful
Archived Log
Backup (minutes)

The time since the last successful archived log disk

backup, in minutes.

Default Warning Threshold: Not defined
Default Critical Threshold: Not defined
Alert Text: The last successful archived log disk backup

was %value% minutes ago.

v$rman_backup_j
ob_details

Last Executed
Full Backup
Status

The status of the last executed full disk backup.
Default Warning Threshold: Not defined

Default Critical Threshold: Not defined
Alert Text: The last executed full database disk backup

status was %value%.

v$rman_backup_j
ob_details

Last Executed
Incremental
Backup Status

The status of the last executed incremental disk backup.
Default Warning Threshold: Not defined

Default Critical Threshold: Not defined
Alert Text: The last executed incremental database disk

backup status was %value%.

vérman_backup_j
ob_details

Last Executed
Archived Log
Backup Status

The status of the last executed archived log disk backup.
Default Warning Threshold: Not defined

Default Critical Threshold: Not defined
Alert Text: The last executed archived log disk backup

status was %value%.

v$rman_backup_j
ob_details

Recovery
Window
(seconds)

This column is obsolete and is not populated. This data
is now available in the High Availability Client Recovery

Window metric category.

v$disk_restore_ra
nge

Last Successful
Archived Log
Backup Date

The date of the last successful archived log disk backup.

v$rman_backup_j
ob_details
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Metric Name

Description Data Source

Last Successful
Archived Log
Backup Size
(bytes)

The size of the last successful archived log disk backup,
in bytes.

v$rman_backup_j
ob_details

Last Complete

The latest point in time for which a complete disk backup v$disk_restore_ra

Backup Date is available for all datafiles. nge
Last Successful ~ The date of the last successful full disk backup. v$rman_backup_j
Full Backup Date ob_details

Last Successful
Full Backup Size
(bytes)

The size of the last successful full disk backup, in bytes. v$rman_backup_j

ob_details

Last Executed
Archived Log
Backup Date

The date of the last executed archived log disk backup.  v$rman_backup_j

ob_details

Last Executed
Full Backup Date

The date of the last executed full disk backup. v$rman_backup_j

ob_details

Last Executed
Incremental
Backup Date

The date of the last executed incremental disk backup.  v$rman_backup_j

ob_details

Last Executed
Incremental Level
0 Backup Status

The status of the last executed incremental level 0 disk
backup.

v$rman_backup_j
ob_details

Last Executed
Incremental Level
1 Backup Status

The status of the last executed incremental level 1 disk
backup.

v$rman_backup_j
ob_details

Last Successful
Incremental
Backup Date

The date of the last successful incremental disk backup. v$rman_backup_j

ob_details

Last Successful

The size of the last successful incremental disk backup, v$rman_backup_j

Incremental in bytes. ob_details
Backup Size

(bytes)

Time Since Last  The time since the last successful incremental level O vérman_backup_j
Successful disk backup, in hours. ob_details

Incremental Level
0 Backup (hours)

Last Successful
Incremental Level
0 Backup Size
(bytes)

The size of the last successful incremental level 0 disk
backup, in bytes.

v$rman_backup_j
ob_details

Time Since Last
Successful
Incremental Level
1 Backup (hours)

The time since the last successful incremental level 1
disk backup, in hours.

v$rman_backup_j
ob_details

Last Successful
Incremental Level
1 Backup Size

(bytes)

The size of the last successful incremental level 1 disk
backup, in bytes.

v$rman_backup_j
ob_details

Unprotected Data
Window
(seconds)

This column is obsolete and is not populated. This data
is now available in the High Availability Client Recovery
Window metric category.

v$disk_restore_ra
nge
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This section provides information on the metrics in the High Availability Media Backup

ORACLE

category.

Target Version

Evaluation and Collection Frequency

All versions

Every 30 minutes

Metric Name

Description

Data Source

Time Since Last
Successful Full
Backup (hours)

The time since the last successful full media backup, in
hours.
Default Warning Threshold: Not defined

Default Critical Threshold: Not defined

Alert Text: The last successful full database media
backup was %value% hours ago.

v$rman_backup_j
ob_details

Time Since Last
Successful
Archived Log
Backup (minutes)

The time since the last successful archived log media
backup, in minutes.
Default Warning Threshold: Not defined

Default Critical Threshold: Not defined

Alert Text: The last successful archived log media
backup was %value% minutes ago.

v$rman_backup_j
ob_details

Time Since Last
Successful
Incremental
Backup (hours)

The time since the last successful incremental media
backup, in hours.
Default Warning Threshold: Not defined

Default Critical Threshold: Not defined

Alert Text: The last successful incremental database
media backup was %value% hours ago.

v$rman_backup_j
ob_details

Last Executed
Archived Log
Backup Status

The status of the last executed archived log media
backup.
Default Warning Threshold: Not defined

Default Critical Threshold: Not defined

Alert Text: The last executed archived log media
backup status was %value%.

v$rman_backup_j
ob_details

Last Executed
Full Backup
Status

The status of the last executed full media backup.
Default Warning Threshold: Not defined

Default Critical Threshold: Not defined

Alert Text: The last executed full database media
backup status was %value%.

vérman_backup_j
ob_details

Last Executed
Incremental
Backup Status

The status of the last executed incremental media
backup.
Default Warning Threshold: Not defined

Default Critical Threshold: Not defined

Alert Text: The last executed incremental database
media backup status was %value%.

v$rman_backup_j
ob_details

Recovery
Window
(seconds)

This column is obsolete and is not populated. This data
is now available in the High Availability Client Recovery
Window metric category.

v$sbt_restore_ra
nge
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Metric Name

Description

Data Source

Last Successful
Archived Log
Backup Date

The date of the last successful archived log media
backup.

v$rman_backup_j
ob_details

Last Successful
Archived Log
Backup Media

The name of the media on which the last successful
archived log backup resides.

v$backup_piece
details

Last Successful
Archived Log
Backup Size

(bytes)

The size of the last successful archived log media
backup, in bytes.

v$rman_backup_j
ob_details

Last Complete
Backup Date

The latest point in time for which a complete media
backup is available for all datafiles.

v$sbt_restore_ra
nge

Last Successful
Full Backup Date

The date of the last successful full media backup.

vérman_backup_j
ob_details

Last Successful
Full Backup
Media

The name of the media on which the last successful full
backup resides.

v$backup_piece_
details

Last Successful
Full Backup Size

(bytes)

The size of the last successful full media backup, in
bytes.

vérman_backup_j
ob_details

Last Executed
Archived Log
Backup Date

The date of the last executed archived log media
backup.

v$rman_backup_j
ob_details

Last Executed
Full Backup Date

The date of the last executed full media backup.

v$rman_backup_j
ob_details

Last Executed
Incremental
Backup Date

The date of the last executed incremental media backup.

v$rman_backup_j
ob_details

Last Executed
Incremental Level
0 Backup Status

The status of the last executed incremental level O
media backup.

v$rman_backup_j
ob_details

Last Executed
Incremental Level
1 Backup Status

The status of the last executed incremental level 1
media backup.

vérman_backup_j
ob_details

Last Successful
Incremental
Backup Date

The date of the last successful incremental media
backup.

v$rman_backup_j
ob_details

Last Successful
Incremental
Backup Media

The name of the media on which the last successful
incremental backup resides.

v$backup_piece
details

Last Successful

The size of the last successful incremental media

v$rman_backup_j

Incremental backup, in bytes. ob_details
Backup Size

(bytes)

Time Since Last The time since the last successful incremental level O v$rman_backup_j
Successful media backup, in hours. ob_details

Incremental Level
0 Backup (hours)

Last Successful
Incremental Level
0 Backup Media

The name of the media on which the last successful
incremental level O backup resides.

vérman_backup_j
ob_details
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Metric Name Description Data Source

Last Successful  The size of the last successful incremental level 0 media v$rman_backup_j
Incremental Level backup, in bytes. ob_details
0 Backup Size

(bytes)
Time Since Last The time since the last successful incremental level 1 v$rman_backup_j
Successful media backup, in hours. ob_details

Incremental Level
1 Backup (hours)

Last Successful ~ The name of the media on which the last successful
Incremental Level incremental level 1 backup resides.
1 Backup Media

Last Successful  The size of the last successful incremental level 1 media v$rman_backup_j
Incremental Level backup, in bytes. ob_details

1 Backup Size

(bytes)

Unprotected Data This column is obsolete and is not populated. This data v$sbt_restore_ra

Window is now available in the High Availability Client Recovery nge
(seconds) Window metric category.

v$rman_backup_j
ob_details

High Availability Recovery Window

ORACLE

This section provides information on the metrics in the High Availability Recovery
Window category.

Note that the data source for these metrics depends on the database backup
destination. If the database is backing up to a Recovery Appliance, all of the data

is sourced from the Recovery Appliance, and metrics that are applicable only in the
Recovery Appliance case are noted. If the database is not backing up to a Recovery
Appliance, all data is sourced from the High Availability Client Recovery Window
metric category, which in turn gets its data from the local database control file. In this
case, if there is no data for these metrics, it may be because the High Availability
Client Recovery Window collection is disabled. See High Availability Client Recovery
Window.

Target Version Evaluation and Collection Frequency

All versions Every 15 minutes

Metric Name Description Data Source
Recovery The name of the first downstream Recovery Appliance  —

Appliance that is receiving replicated backups for this database.

Downstream One (Note that this is applicable only to databases backing

up to a Recovery Appliance.)

Recovery
Appliance
Downstream Two

The name of the second downstream Recovery -
Appliance that is receiving replicated backups for this
database. (Note that this applicable only to databases
backing up to a Recovery Appliance.)

Final Change The highest SCN to which this database can be rc_database on
Number recovered when using backups and redo logs available  Recovery
on the Recovery Appliance. (Note that this is applicable  Appliance

only to databases backing up to a Recovery Appliance.)
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Metric Name

Description

Data Source

Last Complete
Disk Backup

The latest point in time for which a complete disk backup
is available for all datafiles in this database. If the
database is backing up to a Recovery Appliance, this

is based on backups contained in Recovery Appliance
disk storage.

v$disk_restore_ra
nge, if the
database is
configured to
backup to a disk.
ra_database, if
the database is
configured to
backup to a
Recovery
Appliance.

Last Complete
Media Backup

The latest point in time for which a complete media
backup is available for all datafiles in this database. If
the database is backing up to a Recovery Appliance,
this is based on backups copied by the Recovery
Appliance to tape or Cloud storage.

v$sbt_restore_ra
nge

Recovery The Recovery Appliance that this database is currently — —

Appliance backing up to, if any.

Recovery The list of replication servers configured for this ra_protection_poli
Appliance database on the Recovery Appliance. (Note that thisis ¢y on Recovery
Replication applicable only to databases backing up to a Recovery  Appliance

Server List Appliance.)

Disk Recovery The recovery window goal specified within the Recovery ra_protection_poli
Window Goal Appliance protection policy applicable to this database. cy on Recovery
(seconds) (Note that this is applicable only to databases backing  Appliance

up to a Recovery Appliance.)

Disk Unprotected
Data Window
Threshold
(seconds)

The unprotected data window threshold specified within
the Recovery Appliance protection policy applicable to
this database. (Note that this is applicable only to
databases backing up to a Recovery Appliance.)

ra_database on
Recovery
Appliance

Disk Unprotected
Data Window
(seconds)

The current amount of potential data loss for disk
backups. If the database is backing up to a Recovery
Appliance, this is the amount of data not present in
backups contained in Recovery Appliance disk storage.
Default Warning Threshold: Not defined

Default Critical Threshold: Not defined

Alert Text: The disk unprotected data window is
%value% seconds.

v$disk_restore_ra
nge, if the
database is
configured to
backup to a disk.
ra_database, if
the database is
configured to
backup to a
Recovery
Appliance.

Disk Recovery
Window
(seconds)

The current database recovery window for disk backups.
If the database is backing up to a Recovery Appliance,
this is the current disk recovery window reported for this
database by the Recovery Appliance, based on backups
contained in Recovery Appliance disk storage.

Default Warning Threshold: Not defined

Default Critical Threshold: Not defined

Alert Text: The disk recovery window is %value%
seconds.

v$disk_restore_ra
nge, if the
database is
configured to
backup to a disk.
ra_disk_restore_r
ange, if the
database is
configured to
backup to a
Recovery
Appliance.
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Metric Name Description Data Source
Media Recovery The current database recovery window for media v$sbt_restore_ra
Window backups. If the database is backing up to a Recovery nge
(seconds) Appliance, this is the current media recovery window

reported for this database by the Recovery Appliance,

based on backups copied by the Recovery Appliance to

attached tape or Cloud storage.

Default Warning Threshold: Not defined

Default Critical Threshold: Not defined

Alert Text: The media recovery window is %value%

seconds.
Media The current amount of potential data loss for media v$sbt_restore_ra
Unprotected Data backups. If the database is backing up to a Recovery nge
Window Appliance, this is the amount of data not present in
(seconds) backups copied by the Recovery Appliance to tape or

Cloud storage.
Default Warning Threshold: Not defined

Default Critical Threshold: Not defined

Alert Text: The media unprotected data window is
%value% seconds.

Incident

This metric category contains the metrics representing incidents, such as generic
internal error, or access violation, as recorded in the database alert log file. Incidents
refer to problems for which Automatic Diagnostic Repository (ADR) incidents are
created. These type of problems usually require investigation, diagnostic data to be
collected, and possibly interaction with Oracle Support for resolution. The alert log file
has a chronological log of messages and errors.

Each metric signifies that the database being monitored has detected a critical error

condition about the database and has generated an incident to the alert log file since
the last sample time. The Support Workbench in Enterprise Manager contains more

information about each generated incident.

" Note:

For more information about Incident metrics and Operational Error metrics,
sign in to My Oracle Support and search for the following Oracle Support
note:

Database Alert log monitoring in 12c¢ explained (Doc ID 1538482.1)

https://support. oracl e. com

Setting Thresholds for Incident Metrics

To edit the thresholds for any of the following metrics, from the Cloud Control Ul,
right-click the target name, select Monitoring, then Metric and Collection Settings.
The following settings provide examples of some of the possible settings:
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*  Warning Threshold: Not Defined; Critical Threshold: .*

In this case, the Management Agent generates a critical error alert in Enterprise
Manager when the incident occurs.

*  Warning Threshold: .*; Critical Threshold: Not Defined

In this case, the Management Agent generates a warning alert in Enterprise
Manager when the incident occurs.

* Warning Threshold: Not Defined; Critical Threshold: Not Defined

In this case, the Management Agent does not generate an alert in Enterprise
Manager when the incident occurs.

Access Violation

This metric signifies that the database has generated an incident due to some
memory access violation. This type of incident is typically related to Oracle Exception
messages such as ORA-3113 and ORA-7445. The database can also generate this
type of incident when it detects a SIGSEGV or SIGBUS signals.

Target Evaluation Default Default Alert Text
Version Warning Critical
Collection Threshold Threshold
Frequency
119, 12c Every 5 Not Defined .* An access violation detected in %alertLogName% at time/
Minutes line number: %tmeLine%.
Multiple Thresholds
By default, Enterprise Manager reports this type of incident as Critical. For information
about modifying threshold values, see Setting Thresholds for Incident Metrics.
Data Source
The source of the data is SAGENT_BASE/plugins/
oracle.sysman.db.agent.plugin_n.n.n.n/scripts/alertlogAdr.pl.
In the preceding directory path, SAGENT_BASE refers to the home of the Oracle
Management Agent and n.n.n.n refers to the release version of the Oracle Database
plug-in, such as plug-in release 13.1.0.0.
User Action
Use Support Workbench in Enterprise Manager to examine the details of the incident.
" Note:
This event does not clear automatically because there is no automatic way of
determining when the problem has been resolved. Therefore, you must clear
the event manually after the problem is fixed.
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Alert Log Error Trace File

This metric reports the name of the trace file (if any) associated with the logged

incident.
Target Version Collection Frequency
11g, 12c Every 5 Minutes

Data Source

The source of the data is SAGENT_BASE/plugins/
oracle.sysman.db.agent.plugin_n.n.n.n/scripts/alertlogAdr.pl.

In the preceding directory path, SAGENT_BASE refers to the home of the Oracle
Management Agent and n.n.n.n refers to the release version of the Oracle Database
plug-in, such as plug-in release 13.1.0.0.

User Action

No user action is required.

Alert Log Name

This metric reports the name of the alert log file.

Target Version Collection Frequency

11g, 12c Every 5 Minutes

Data Source

The source of the data is SAGENT_BASE/plugins/
oracle.sysman.db.agent.plugin_n.n.n.n/scripts/alertlogAdr.pl.

In the preceding directory path, SAGENT_BASE refers to the home of the Oracle
Management Agent and n.n.n.n refers to the release version of the Oracle Database
plug-in, such as plug-in release 13.1.0.0.

User Action

No user action is required.

Cluster Error

This metric signifies that the database has generated an incident due to a member
evicted from the group by a member of the cluster database. This type of incident is
typically related to Oracle Exception message ORA-29740.
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Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
119, 12c Every 5 Not Defined .* A cluster error detected in %alertLogName% at time/line
Minutes number: %timeLine%.

Deadlock

Multiple Thresholds

By default, Enterprise Manager reports this type of incident as Critical. For information
about modifying threshold values, see Setting Thresholds for Incident Metrics.

Data Source

The source of the data is SAGENT_BASE/plugins/
oracle.sysman.db.agent.plugin_n.n.n.n/scripts/alertlogAdr.pl.

In the preceding directory path, SAGENT_BASE refers to the home of the Oracle
Management Agent and n.n.n.n refers to the release version of the Oracle Database
plug-in, such as plug-in release 13.1.0.0.

User Action

Use Support Workbench in Enterprise Manager to examine the details of the incident.

" Note:

This event does not clear automatically because there is no automatic way of
determining when the problem has been resolved. Therefore, you must clear
the event manually after the problem is fixed.

This metric signifies that the database has generated an incident due to a deadlock
detected while trying to lock a library object. This type of incident is typically related to
Oracle Exception message ORA-4020.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

119, 12c Every 5 Not Defined .* A deadlock detected in $alertLogName% at time/line
Minutes number: %timeLine%.

ORACLE

Multiple Thresholds

By default, Enterprise Manager reports this type of incident as Critical. For information
about modifying threshold values, see Setting Thresholds for Incident Metrics.

Data Source

The source of the data is SAGENT_BASE/plugins/
oracle.sysman.db.agent.plugin_n.n.n.n/scripts/alertlogAdr.pl.
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In the preceding directory path, SAGENT_BASE refers to the home of the Oracle
Management Agent and n.n.n.n refers to the release version of the Oracle Database
plug-in, such as plug-in release 13.1.0.0.

User Action

Use Support Workbench in Enterprise Manager to examine the details of the incident.

# Note:

This event does not clear automatically because there is no automatic way of
determining when the problem has been resolved. Therefore, you must clear
the event manually after the problem is fixed.

File Access Error

This metric signifies that the database has generated an incident due to failure to read
a file at the time.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

119, 12c Every 5 Not Defined .* A file access error detected in %alertLogName% at time/
Minutes line number: %timeLine%.

ORACLE

Multiple Thresholds

By default, Enterprise Manager reports this type of incident as Critical. For information
about modifying threshold values, see Setting Thresholds for Incident Metrics.

Data Source

The source of the data is SAGENT_BASE/plugins/
oracle.sysman.db.agent.plugin_n.n.n.n/scripts/alertlogAdr.pl.

In the preceding directory path, SAGENT_BASE refers to the home of the Oracle
Management Agent and n.n.n.n refers to the release version of the Oracle Database
plug-in, such as plug-in release 13.1.0.0.

User Action

Use Support Workbench in Enterprise Manager to examine the details of the incident.

" Note:

This event does not clear automatically because there is no automatic way of
determining when the problem has been resolved. Therefore, you must clear
the event manually after the problem is fixed.
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Generic Incident

This metric signifies that the database has generated an incident due to some
database error.

Version and

Target Evaluation Default Default Alert Text

Collection Threshold Threshold
Frequency

Warning Critical

119, 12c Every 5
Minutes

Not Defined .* Incident (Y%adr_problemKey%) detected in
%alertLogName% at time/line number: %timeLine%.

Multiple Thresholds

By

default, Enterprise Manager reports this type of incident as Critical. For information

about modifying threshold values, see Setting Thresholds for Incident Metrics.

Data Source

The source of the data is SAGENT_BASE/plugins/
oracle.sysman.db.agent.plugin_n.n.n.n/scripts/alertlogAdr.pl.

In the preceding directory path, SAGENT_BASE refers to the home of the Oracle
Management Agent and n.n.n.n refers to the release version of the Oracle Database
plug-in, such as plug-in release 13.1.0.0.

User Action

Use Support Workbench in Enterprise Manager to examine the details of the incident.

" Note:

This event does not clear automatically because there is no automatic way of
determining when the problem has been resolved. Therefore, you must clear
the event manually after the problem is fixed.

Generic Internal Error

This metric signifies that the database has generated an incident due to an internal
database error. This type of incident is typically related to Oracle Exception message
ORA-600 or ORA-0060*.

Version and

Target Evaluation Default Default Alert Text

Collection Threshold Threshold
Frequency

Warning Critical

119, 12c Every 5
Minutes

Not Defined .* Internal error (%adr_problemKey%) detected in
%alertLogName% at time/line number: %timeLine%.

Multiple Thresholds

ORACLE

5-84



Impact

Incident ID

ORACLE

Chapter 5
Incident

By default, Enterprise Manager reports this type of incident as Critical. For information
about modifying threshold values, see Setting Thresholds for Incident Metrics.

Data Source

The source of the data is SAGENT_BASE/plugins/
oracle.sysman.db.agent.plugin_n.n.n.n/scripts/alertlogAdr.pl.

In the preceding directory path, SAGENT_BASE refers to the home of the Oracle
Management Agent and n.n.n.n refers to the release version of the Oracle Database
plug-in, such as plug-in release 13.1.0.0.

User Action

Use Support Workbench in Enterprise Manager to examine the details of the incident.

# Note:

This event does not clear automatically because there is no automatic way of
determining when the problem has been resolved. Therefore, you must clear
the event manually after the problem is fixed.

This metric reports the impact of an incident. For a Generic Internal Error incident, the
impact describes how the incident may affect the database.

Target Version Collection Frequency

119, 12c Every 5 Minutes

Data Source

The source of the data is $SAGENT_BASE/ pl ugi ns/
oracl e. sysman. db. agent . plugi n_n. n.n.n/scripts/alertlogAdr.pl.

In the preceding directory path, $AGENT_BASE refers to the home of the Oracle
Management Agent and n.n.n.n refers to the release version of the Oracle Database
plug-in, such as plug-in release 13.1.0.0.

User Action

No user action is required.

This metric reports a number identifying an incident. The Support Workbench in
Enterprise Manager uses this ID to specify an incident.

Target Version Collection Frequency

11g, 12c Every 5 Minutes

Data Source
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The source of the data is SAGENT_BASE/plugins/
oracle.sysman.db.agent.plugin_n.n.n.n/scripts/alertlogAdr.pl.

In the preceding directory path, SAGENT_BASE refers to the home of the Oracle
Management Agent and n.n.n.n refers to the release version of the Oracle Database
plug-in, such as plug-in release 13.1.0.0.

User Action

No user action is required.

Inconsistent DB State

This metric signifies that the database has generated an incident due to an
inconsistent database state such an invalid ROWID. This type of incident is typically
related to Oracle Exception message ORA-1410.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

11g,12c Every 5 Not Defined .* An inconsistent DB state detected in %alertLogName% at
Minutes time/line number: %timeLine%.

Multiple Thresholds

By default, Enterprise Manager reports this type of incident as Critical. For information
about modifying threshold values, see Setting Thresholds for Incident Metrics.

Data Source

The source of the data is SAGENT_BASE/plugins/
oracle.sysman.db.agent.plugin_n.n.n.n/scripts/alertlogAdr.pl.

In the preceding directory path, SAGENT_BASE refers to the home of the Oracle
Management Agent and n.n.n.n refers to the release version of the Oracle Database
plug-in, such as plug-in release 13.1.0.0.

User Action

Use Support Workbench in Enterprise Manager to examine the details of the incident.

" Note:

This event does not clear automatically because there is no automatic way of
determining when the problem has been resolved. Therefore, you must clear
the event manually after the problem is fixed.

Internal SQL Error

This metric signifies that the database has generated an incident due to an internal
SQL error. This type of incident is typically related to Oracle Exception message
ORA-604.
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Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
119, 12c Every 5 Not Defined .* An internal SQL error detected in %alertLogName% at
Minutes time/line number: %timeLine%.

Multiple Thresholds

By default, Enterprise Manager reports this type of incident as Critical. For information
about modifying threshold values, see Setting Thresholds for Incident Metrics.

Data Source

The source of the data is SAGENT_BASE/plugins/
oracle.sysman.db.agent.plugin_n.n.n.n/scripts/alertlogAdr.pl.

In the preceding directory path, SAGENT_BASE refers to the home of the Oracle
Management Agent and n.n.n.n refers to the release version of the Oracle Database
plug-in, such as plug-in release 13.1.0.0.

User Action

Use Support Workbench in Enterprise Manager to examine the details of the incident.

" Note:

This event does not clear automatically because there is no automatic way of
determining when the problem has been resolved. Therefore, you must clear
the event manually after the problem is fixed.

Oracle Data Block Corruption

This metric signifies that the database has generated an incident due to an ORACLE
data block corruption. This type of incident is typically related to Oracle Exception
message ORA-1578.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
119, 12c Every 5 Not Defined .* An Oracle data block corruption detected in
Minutes %alertLogName% at time/line number: %timeLine%.

ORACLE

Multiple Thresholds

By default, Enterprise Manager reports this type of incident as Critical. For information
about modifying threshold values, see Setting Thresholds for Incident Metrics.

Data Source

The source of the data is SAGENT_BASE/plugins/
oracle.sysman.db.agent.plugin_n.n.n.n/scripts/alertlogAdr.pl.
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In the preceding directory path, SAGENT_BASE refers to the home of the Oracle
Management Agent and n.n.n.n refers to the release version of the Oracle Database
plug-in, such as plug-in release 13.1.0.0.

User Action

Use Support Workbench in Enterprise Manager to examine the details of the incident.

# Note:

This event does not clear automatically because there is no automatic way of
determining when the problem has been resolved. Therefore, you must clear
the event manually after the problem is fixed.

Out of Memory

This metric signifies that the database has generated an incident due to failure to
allocate memory. This type of incident is typically related to Oracle Exception message
ORA-4030 or ORA-4031.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

119, 12c Every 5 Not Defined .* Out of memory detected in %alertLogName% at tme/line
Minutes number: %timeLine%.

ORACLE

Multiple Thresholds

By default, Enterprise Manager reports this type of incident as Critical. For information
about modifying threshold values, see Setting Thresholds for Incident Metrics.

Data Source

The source of the data is SAGENT_BASE/plugins/
oracle.sysman.db.agent.plugin_n.n.n.n/scripts/alertlogAdr.pl.

In the preceding directory path, SAGENT_BASE refers to the home of the Oracle
Management Agent and n.n.n.n refers to the release version of the Oracle Database
plug-in, such as plug-in release 13.1.0.0.

User Action

Use Support Workbench in Enterprise Manager to examine the details of the incident.

" Note:

This event does not clear automatically because there is no automatic way of
determining when the problem has been resolved. Therefore, you must clear
the event manually after the problem is fixed.
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Redo Log Corruption

This metric signifies that the database has generated an incident due to an error with
the redo log. This type of incident is typically related to Oracle Exception message
ORA-353, ORA-355, or ORA-356.

Target Evaluation Default Default Alert Text

Version and

Collection Threshold Threshold
Frequency

Warning Critical

119, 12c Every 5
Minutes

Not Defined .* A redo log corruption detected in %alertLogName% at
time/line number: %timeLome%/

Multiple Thresholds

By

default, Enterprise Manager reports this type of incident as Critical. For information

about modifying threshold values, see Setting Thresholds for Incident Metrics.

Data Source

The source of the data is SAGENT_BASE/plugins/
oracle.sysman.db.agent.plugin_n.n.n.n/scripts/alertlogAdr.pl.

In the preceding directory path, SAGENT_BASE refers to the home of the Oracle
Management Agent and n.n.n.n refers to the release version of the Oracle Database
plug-in, such as plug-in release 13.1.0.0.

User Action

Use Support Workbench in Enterprise Manager to examine the details of the incident.

" Note:

This event does not clear automatically because there is no automatic way of
determining when the problem has been resolved. Therefore, you must clear
the event manually after the problem is fixed.

Session Terminated

This metric signifies that the database has generated an incident due to an
unexpected session termination. This type of incident is typically related to Oracle
Exception message ORA-603.

Version and

Target Evaluation Default Default Alert Text

Collection Threshold Threshold
Frequency

Warning Critical

119, 12c Every 5
Minutes

Not Defined .* A session termination detected in %alertLogName% at
time/line number: %timeLine%.

Multiple Thresholds

ORACLE
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By default, Enterprise Manager reports this type of incident as Critical. For information
about modifying threshold values, see Setting Thresholds for Incident Metrics.

Data Source

The source of the data is SAGENT_BASE/plugins/
oracle.sysman.db.agent.plugin_n.n.n.n/scripts/alertlogAdr.pl.

In the preceding directory path, SAGENT_BASE refers to the home of the Oracle
Management Agent and n.n.n.n refers to the release version of the Oracle Database
plug-in, such as plug-in release 13.1.0.0.

User Action

Use Support Workbench in Enterprise Manager to examine the details of the incident.

# Note:

This event does not clear automatically because there is no automatic way of
determining when the problem has been resolved. Therefore, you must clear
the event manually after the problem is fixed.

Interconnect

The metrics in this category collect the information about network interfaces used by
cluster database instances as internode communication.

Interface Type

Cluster database instances should use private interconnects for internode
communication. This metric monitors whether the network interface used by the cluster
instance is a private one. If the network interface is known to be public, a critical alert
is generated. If the network interface type is unknown, a warning alert is generated.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
10gR2, Every 12 Unknown Public The instance is using interface '%if_name%' of type
119, 12c Hours 'Yovalue%'.

ORACLE

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Interface Name object.

If warning or critical threshold values are currently set for any Interface Name object,
those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Interface Name
object, use the Edit Thresholds page.

Data Source
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The data is derived from the following views:
V$CLUSTER_INTERCONNECTS
V$CONFIGURED_INTERCONNECTS
User Action

Use oifcfg in the CRS home to correctly configure the private interfaces in OCR.

Interconnect Traffic

The metrics in this category monitor the internode data transfer rate of cluster
database instances.

Transfer Rate (MB/s)

This metric collects the internode communication traffic of a cluster database instance.
This is an estimation using the following formula:

(gc cr blocks received/sec + gc current blocks received/sec + gc cr blocks
served/sec + gc current bl ocks served/sec) * db_bl ock_size

+

( messages sent directly/sec + nessages send indirectly/sec + messages
received/sec ) * 200 bytes

The critical and warning thresholds of this metric are not set by default. Users can set
them according to the speed of their cluster interconnects.

Target Evaluation Default Default Alert Text
Version and Warning Critical

Collection Threshold Threshold

Frequency
10gR2, Every 5 Not Defined Not Not Defined
119, 12c Minutes Defined

ORACLE

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
Instance Name object.

If warning or critical threshold values are currently set for any Instance Name object,
those thresholds can be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Instance Name
object, use the Edit Thresholds page.

Data Source

The data is derived from the following views:
V$SYSSTAT

V$DLM_MISC

V$PARAMETER

User Action
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No user action is required.

Invalid Objects

The metrics in this category represent number of invalid objects in the database.

Invalid Object Count

This metric represents the total invalid object count in the database.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection  Threshold Threshold
Frequency

All Versions Every 24 Not Defined Not Invalid Object Count in the database is %value%
Hours Defined

Data Source
The data is derived from the SYS.OBJ$ and SYS.USER$ tables.
User Action

The “Recompile Invalid Objects” corrective action could be setup against the incident
to automatically attempt to recompile the invalid objects in the database. Some objects
might need specific corrective steps to be performed manually before re-compilation.

Invalid Objects by Schema

The metrics in this category represent the number of invalid objects in each schema.

Invalid Object Count by Schema

This metric represents the total number of invalid objects per schema.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection  Threshold Threshold
Frequency

All Versions Every 24 Not Defined Not Invalid Object Count in %owner% schema is %value%
Hours Defined

ORACLE

Multiple Thresholds

Different warning and critical threshold values could be set for each Invalid Object
Owner (schema) object.

If warning or critical threshold values are currently set for any Invalid Object Owner
object, those thresholds could be viewed on the Metric Detail page for this metric.

To specify or change warning or critical threshold values for each Invalid Object Owner
object, use the Edit Thresholds page.

Data Source

5-92



Chapter 5
Messages Per Buffered Queue

The data is derived from the SYS.OBJ$ and SYS.USER$ tables.
User Action

The “Recompile Invalid Objects” corrective action could be setup against the incident
to automatically attempt to recompile the invalid objects in a schema. Some objects
might need specific corrective steps to be performed manually before recompilation.

Messages Per Buffered Queue

The metrics in this category monitor the age and state of the first (top of the queue)
message for each buffered queue in the database except for the system queues.
Queues that are in the schema of SYS, SYSTEM, DBSNMP, and SYSMAN are
defined as system level queues.

Average Age of Messages Per Buffered Queue (Seconds)

This metric provides the average age (in seconds) of the messages in the buffered
gueue for all nonsystem queues in the database.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

11gR2, 12¢ Every 30 Not Defined Not Average age of messages in %schema%.%queue_name%
Minutes Defined queue is %value% seconds.

First Message Age in Buffered Queue Per Queue (Seconds)

This metric gives the age (in seconds) of the first message in the buffered queue for all
non-system queues in the database.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

11gR2, 12¢ Every 30 Not Defined Not Age of first message in %schema%.%queue_name%
Minutes Defined buffered queue is %value% seconds.

ORACLE

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
unique combination of Schema Name and Queue Name objects.

If warning or critical threshold values are currently set for any unique combination
of Schema Name and Queue Name objects, those thresholds can be viewed on the
Metric Detail page for this metric.

To specify or change warning or critical threshold values for each unique combination
of Schema Name and Queue Name objects, use the Edit Thresholds page.

Data Source
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This metric is calculated by finding the age of the first message in all the subscribers of
the queue and then the oldest amongst all is taken.

The following views and tables are used for the calculation:

1. <SCHEMA>AQ$<QUEUE_TABLE>
2. v$buffered_queues

User Action

When using buffered queues for storing and propagating messages, monitor this
metric to get the age of first message in the queue.

Messages processed per buffered queue (%)

This metric gives the messages processed percentage per minute per buffered queue
in the last collection interval of the metric.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
11gR2, 12¢ Every 30 Not Defined Not Messages processed for queue
Minutes Defined %schema%.%queue_name% is %value% percent.

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
unigue combination of Schema Name and Queue Name objects.

If warning or critical threshold values are currently set for any unique combination
of Schema Name and Queue Name objects, those thresholds can be viewed on the
Metric Detail page for this metric.

To specify or change warning or critical threshold values for each unique combination
of Schema Name and Queue Name objects, use the Edit Thresholds page.

Data Source

This is calculated as the percent of total number of messages processed per minute
and total number of messages received per minute in the last collection interval per
buffered queue.

User Action

When using queues for storing/propagating messages, monitor this metric to get the
messages processed percent (or throughput) per minute in the last collection interval
for the queue.

Messages Processed Per Buffered Queue (%) Per Minute

This metric gives the messages processed percentage per minute in the last interval
per buffered queue in the last collection interval of the metric.
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Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

11gR2, 12¢ Every 30 Not Defined Not Messages processed per minute in the last interval for
Minutes Defined queue %schema%.%queue_name% is %value% .

Spilled Messages

This metric displays the current number of overflow messages spilled to disk from the
buffered queue.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
11gR2, 12¢ Every 30 Not Defined Not Current number of overflow messages spilled to disk
Minutes Defined from the buffered queue %schema%.%queue_name% is
%value%

Total Messages Processed per Buffered Queue per Minute

This metric gives the total number of messages processed per minute per buffered
gueue in the last collection interval of the metric.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

11gR2, 12¢ Every 30 Not Defined Not Total messages processed per minute in the last interval for
Minutes Defined queue %schema%.%queue_name% is %value% .

Total Messages Received per Buffered Queue per Minute

This metric gives the total number of messages received or enqueued into the buffered
gueue per minute in the last collection interval of the metric.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

11gR2, 12¢ Every 30 Not Defined Not Total messages received per minute in the last interval for
Minutes Defined gqueue %schema%.%queue_name% is %value% .

Message Per Buffered Queue Per Subscriber

This metric category monitors the messages for buffered queues per subscriber in the
database.
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Average Age of Messages Per Buffered Queue Per Subscriber
(Seconds)

This metric display's the average age of messages in the buffered queue per queue in

seconds.

Target Evaluation Default Default Alert Text
Version and Warning Critical

Collection Threshold Threshold

Frequency
11gR2, 12¢ Every 30 Not Defined Not Average age of messages for the

Minutes Defined subscriber %subs_name% %subs_address% in

%schema%.%queue_name% queue is %value% seconds.

First Message Age in Buffered Queue per Subscriber (Seconds)

This metric displays the age of the first message in the buffered queue per queue per
subscriber in seconds.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
11gR2, 12¢ Every 30 Not Defined Not Age of first message for subscriber %subs_name%
Minutes Defined %subs_address% in %schema%.%queue_name% queue
is %value% seconds.

Messages Processed Per Buffered Queue Per Subscriber (%)

This metric gives the messages processed percentage for the buffered queue per
subscriber. Messages processed percent is calculated as the percent of the total
number messages processed or dequeued to the total number of messages received
or enqueued.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
11gR2, 12¢ Every 30 Not Defined Not Messages processed for the subscriber %subs_name%
Minutes Defined %subs_address% in %schema%.%queue_name% queue
is %value% percent.

Messages Processed Per Buffered Queue (%) Per Subscriber Per
Minute

This metric gives the total number of messages processed per minute per buffered
gueue subscriber in the last collection interval of the metric.
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Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
11gR2, 12¢ Every 30 Not Defined Not Messages processed per minute in the last interval
Minutes Defined for the subscriber %subs_name% %subs_address% in
%schema%.%queue_name% queue is %value%.

Total Messages Processed Per Buffered Queue Per Subscriber Per
Minute

This metric gives the total number of messages processed per minute per buffered
gueue subscriber in the last collection interval of the metric.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
11gR2, 12¢ Every 30 Not Defined Not Total messages processed per minute in the last interval
Minutes Defined for the subscriber %subs_name% %subs_address% in
%schema%.%queue_name% queue is %value% .

Total Messages Received Per Buffered Queue Per Subscriber Per
Minute

This metric gives the total number of messages received or enqueued into the queue
per subscriber per minute in the last collection interval of the metric.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
11gR2, 12¢ Every 30 Not Defined Not Total messages received per minute in the last interval
Minutes Defined for the subscriber %subs_name% %subs_address% in
%schema%.%queue_name% queue is %value% .

Messages Per Persistent Queue

The metrics in this category monitor the age and state of the first (top of the queue)
message for each persistent queue in the database except for the system queues.
Queues that are in the schema of SYS, SYSTEM, DBSNMP, and SYSMAN are

defined as system level queues.

Age of the First Message in Persistent Queue Per Queue

This metric gives the age (in seconds) of the first message in the persistent queue for
all non-system queues in the database.
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Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

11gR2, 12¢ Every 30 Not Defined Not Age of first message in %schema%.%queue_name%
Minutes Defined queue is %value% seconds.

Multiple Thresholds

For this metric you can set different warning and critical threshold values for each
unigue combination of Schema Name and Queue Name objects.

If warning or critical threshold values are currently set for any unique combination
of Schema Name and Queue Name objects, those thresholds can be viewed on the
Metric Detail page for this metric.

To specify or change warning or critical threshold values for each unique combination
of Schema Name and Queue Name objects, use the Edit Thresholds page.

Data Source

This metric is calculated by finding the age of the first message in all the subscribers of
the queue and then the oldest amongst all is taken.

The following views/tables are used for the calculation:
1. <SCHEMA>.AQ$ <QUEUE_TABLE>_S

2. <SCHEMA>.AQ$_<QUEUE_TABLE>_|

3. <SCHEMA>.AQ$<QUEUE_TABLE>

User Action

When using persistent queues for storing and propagating messages, monitor this
metric to get the age of first message in the queue.

Average Age of Messages Per Persistent Queue (Seconds)

This metric displays the average age of messages in the persistent queue per queue
in seconds.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

11gR2, 12¢ Every 30 Not Defined Not Average age of messages in %schema%.%queue_name%
Minutes Defined queue is %value% seconds.

Messages Processed Per Persistent Queue (%)

ORACLE

This metric gives the messages processed percentage for the persistent queue.
Messages processed percent is calculated as the percent of the total number
messages processed or dequeued to the total number of messages received or
enqueued.
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Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
11gR2, 12¢ Every 30 Not Defined Not Messages processed for queue
Minutes Defined %schema%.%queue_name% is %value% percent.

Messages Processed Per Persistent Queue (%) Per Minute

This metric gives the messages processed percentage per minute per persistent
gueue in the last collection interval of the metric.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

11gR2, 12¢ Every 30 Not Defined Not Messages processed per minute in the last interval for
Minutes Defined queue %schema%.%queue_name% is %value%

Total Messages Processed per Persistent Queue per Minute

This metric gives the total number of messages processed per minute per persistent
gueue in the last collection interval of the metric.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

11gR2, 12¢ Every 30 Not Defined Not Total messages processed per minute in the last interval for
Minutes Defined queue %schema%.%queue_name% is %value% .

Total Messages Received per Persistent Queue per Minute

This metric gives the total number of messages received or enqueued into the queue
per minute in the last collection interval of the metric.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

11gR2, 12¢ Every 30 Not Defined Not Total messages received per minute in the last interval for
Minutes Defined gqueue %schema%.%queue_name% is %value% .

Messages Per Persistent Queue Per Subscriber

The metrics in this category monitor the age and state of the first (top of the queue)
message for each persistent queue per queue subscriber in the database except for
the system queues. Queues that are in the schema of SYS, SYSTEM, DBSNMP, and
SYSMAN are defined as system level queues.
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Average Age of Messages Per Persistent Queue Per Subscriber
(Seconds)

This metric display's the average age of messages in the persistent queue per queue

in seconds.

Target Evaluation Default Default Alert Text
Version and Warning Critical

Collection Threshold Threshold

Frequency
11gR2, 12¢ Every 30 Not Defined Not Average age of messages for the

Minutes Defined subscriber %subs_name% %subs_address% in

%schema%.%queue_name% queue is %value% seconds.

Age of the First Message in Persistent Queue Per Subscriber

This metric gives the age (in seconds) of the first message in the persistent queue per
subscriber for all non-system queues in the database.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
11gR2, 12¢ Every 30 Not Defined Not Age of first message for subscriber %subs_name%
Minutes Defined %subs_address% in %schema%.%queue_name% queue
is %value% seconds.

Messages Processed Per Persistent Queue Per Subscriber (%)

This metric gives the messages processed percentage for the persistent queue per
subscriber. Messages processed percent is calculated as the percent of the total
number messages processed or dequeued to the total number of messages received
or enqueued.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
11gR2, 12¢ Every 30 Not Defined Not Messages processed for the subscriber %subs_name%
Minutes Defined %subs_address% in %schema%.%queue_name% queue
is %value% percent.

Messages Processed Per Persistent Queue (%) Per Subscriber Per
Minute

This metric gives the messages processed percentage per minute per persistent
gueue subscriber in the last collection interval of the metric.
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Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
11gR2, 12¢ Every 30 Not Defined Not Messages processed per minute in the last interval
Minutes Defined for the subscriber %subs_name% %subs_address% in
%schema%.%queue_name% queue is %value%.

Total Messages Processed Per Persistent Queue Per Subscriber Per
Minute

This metric gives the messages processed percentage per minute per persistent
gueue subscriber in the last collection interval of the metric.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
11gR2, 12¢ Every 30 Not Defined Not Total messages processed per minute in the last interval
Minutes Defined for the subscriber %subs_name% %subs_address% in
%schema%.%queue_name% queue is %value% .

Total Messages Received Per Persistent Queue Per Subscriber Per
Minute

This metric gives the total number of messages received or enqueued into the queue
per subscriber per minute in the last collection interval of the metric.

Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
11gR2, 12c Every 30 Not Defined Not Total messages received per minute in the last interval
Minutes Defined for the subscriber %subs_name% %subs_address% in
%schema%%.%queue_name% queue is %value% .

Memory Usage

The metric in this category provides information about the total memory used by the
database instance.

Total Memory Usage (MB)

This metric displays the total amount of memory used in MB.
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Target Evaluation Default Default Alert Text
Version and Warning Critical
Collection Threshold Threshold
Frequency
9i, 10g, Every 15 Not Defined Not Total memory usage is %value% MB.
119, 12c Minutes Defined

Monitoring User Account

The metrics in this category provide visibility into potential problems with the
Monitoring User account (for example DBSNMP) to prevent a lapse in monitoring.

Monitoring User Connectivity Issue

This metric monitors the expiry of the Monitoring User account password, and raises
an alert when the password is not updated in Oracle Enterprise Manager's target
configuration.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

All versions Every 30 ORA- ORA- Connection for monitoring user %USER_NAME% failed
Minutes with error %PASSWORD_INVALID%.

Monitoring User Expiry

This metric monitors the potential expiry of the Monitoring User account.

Target Evaluation Default Default Alert Text

Version and Warning Critical
Collection Threshold Threshold
Frequency

All versions Every 24 72 Not Monitoring user %USER_NAME% will expire in
Hours Defined %ACCOUNT_EXPIRY_IN_HOURS% hours.

Database Monitoring User Privileges Check

This metric checks whether the Monitoring User account has monitoring privileges
on par with the DBSNMP or SYSDBA user accounts. This is useful when using a
non-DBSNMP user account.

The collection is disabled by default.
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Target Evaluation Default Default Alert Text

Version and

Collection Threshold Threshold

Warning Critical

Frequency
All versions Every 48 Not Defined FALSE Monitoring user %USER_NAME% does not have sufficient
Hours monitoring privileges under %ROLE% role. It must have

monitoring privileges equal or higher than DBSNMP user.

OCM Instrumentation

The metrics in this category determine whether the database has been instrumented
with Oracle Configuration Manager (OCM). Oracle Configuration Manager is used

to personalize the support experience by collecting configuration information and
uploading it to the Oracle repository.When customer configuration data is uploaded

on a regular basis, customer support representatives can analyze this data and
provide better service to the customers. For example, when a customer logs a service
request, he can associate the configuration data directly with that service request. The
customer support representative can then view the list of systems associated with the
customer and solve problems accordingly.

Instrumentation Present

This metric determines whether the database has been instrumented with Oracle
Configuration Manager.

Target Version Collection Frequency

All Versions Every 24 Hours

Data Source

This metric tests for the existence of the MGMT_DB_LL METRICS package body
owned by the ORACLE_OCM user.

User Action

No user action is required.

Need to Instrument with OCM

This metric determines that Oracle Configuration Manager needs to be instrumented in
the database.

Target Evaluation Default Default Alert Text
Version and Warning  Critical